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Traditional UX Design Process Fee

\ uncertainty

Designing by Prompting LLMs Feels Like...
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Figure 1: UX design journeys typically begin with great uncertainty and end with a single point of focus [18]. In
this project, chatbot design by prompting GPT felt like a journey of never-ending uncertainty.
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Figure 1: DREAMSHEETS provides a 2D spreadsheet interface that Text-to-Image users can use to author creative workflows
for rapid prompt-image expl ion. In this ple derived from sheet-syst authored by expert participants (E1, E2, E4,
E5) an initial idea for a prompt (A2) is used to generate an image (B2) using DREAMSHEETS’s TTI() function. They modify the
prompt with EMBELLISH(), an LLM-based function, to generate the more stylized (B3). Other LLM functions DIVERGENTS()
and GPT LIST() are used to senerate series of art stvles and eras in art historv. two chosen axes for nromnt exnloration. Their
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Figure 1: LLM-powered programming assistance can resemble a repeating cycle of “prompt”-to-“code” (left), re-running
generation with every prompt change. PArL, our IDE (right) that helps users abstract up, pulls developers them towards a deeper
understanding of the problem space, helps them explore alternative problem formulations and solutions, and tracks design

goals and requi facing implicit decisi but with a breadth and depth of information that can be overwhelming.
Abstract a broader design space—but also struggle to keep up with LLM-
In this work, we explore explicit LLM-powered support for iterative originated changes to code and other information overload. These
design of computer programs. Program design, like other design ac- results suggest a core challenge for future IDEs that support pro-
tivity, is characterized by navigating a space of alternative problem gram design through }ug_her—level instructions given to ]-LM’ba_SEd
formulations and associated solutions in an iterative fashion. LLMs agents: carefully managing 3”“‘“0“? deciding what information
are potentially powerful tools in helping this exploration; however, agents should surface to program designers and when.

bv default. code-generation LLMs deliver code that renresents a
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Chat is easy, but

humanlike interaction leads to
misunderstandings —and
hides what LLMs are good at



Natural language is “easy”

 \WWe humans have tons of experience with It.

 |Language has flexibility
o ...these aren’t properties of natural language in isolation.

 They’re properties of a system: language + speaker + listener + medium.
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“Don’t let your Ul write a check
your Al can’t cash.”

- Prof. Eytan Adar, School of Information < University of Michigan



LLMs and Prompt Engineering

Studying ChatGPT before there was ChatGPT

~

&
—_—

You are a recipe
instruction bot.
@ GPT-3

- Oh, there’s bacon in this?
N0 Can we make it vegan?
A w 4

Absolutely! Just use vegan
bacon instead of bacon.

You are a recipe
instruction bot.

Be funny. But don’t
suggest vegan bacon!
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v Easy to describe
desired behavior!

v Highly interactive
dialogue!

V' Fluid, fluent
language output!

v Support long tail of
user requests &
preferences!

v Highly sensitive to
Inputs—needs
engineering effort!
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Understanding Prompt Engineering

Programming, via Natural Language, to define ChatBot behavior

 (Goal: understand what prompt engineering is, through a concrete example.
 Technology probe: a best-effort system, close to the edge of feasibility, asks:
 What are the critical challenges in a specific domain?

* Where do our best ideas succeed or fall short?

» Built support tool for making task-oriented dialogue assistants: BotDesigner.

 Use BotDesigner to build a recipe instruction bot.



BotDesigner

Natural Language Programming to define a Cha
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Preamble
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First Turns
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Reminder
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Conversation

-

~N

p
Errors

W Hi, today
I'm going to
help you with
Lean In: The
Ultimate u

L Great, let's
get started.
What's the
first exercise?

tBot’s behavior

L 1 don't have
one. Can I use

my sofa?

J
W You can use
any kind of
chair.
4 what about
one with
wheels?

tJ
W You can use

any kind of
chair, as long
as it doesn't
move .

Y ok, I have a
chair. what's
next?

J
_l How do I do
them?

(A

W First, scoot
to the front of
the chair, with

both hands
facing J
1 ok, the
nwhat?

o

W Then, step
forward until
your butt

clears the
chair J
2 Okay

o

L okxay, what
next?

1 alright,
what is next?

(A

L ok hang on
while I get a
chair

(A

J_ I've got one

(A

W Scoot to the
front of the
chair, with
both hands
facing J

2 Okay I'm
ready

w Step forward
until your butt
clears the
chair and your
knees u
’_ What are the
right angles

J

W 90 degrees.

' |
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f Conversations 1 (Error Browser}

Conversation editor & | c-recipe-instructions-1-1663129591925 .~ @& .
SHOW RAW PROMPT

ﬁ Hi, today I'm going to help you
make Mixed Veggie Tempura. Are you
ready? -

Yes, I'm ready. What's should I do first?

First, you need to gather your
ingredients. You'll need: 1 Maitake

mushroom, 1 Acorn squash, 2 lemons, 1 cup flour, 1 cup
cornstarch, 2 teaspoons salt, 1 teaspoon baking soda, 2 cups
seltzer water, and flaky salt for finishing. T

« RETRY

list too long X

Wait, slow down.

Okay, sorry. Do you have all of the
ingredients? -

Preamble

You are a recipe instruction bot. Engage in conversation to walk the user through the
following recipe for Mixed Veggie Tempura:

Instructions to the chatbot: task description & steps, example dialog, etc. (Required.)

Ingredients:

- 1 Maitake mushroom

- 1 Acorn squash

- 2 lemons

- 1 cup flour /

FirstTurns cet the dialog going, alternate g and @:. (Recommended.)
BotFirst
Turns

ﬁ Hi, today I'm going to help you make Mixed Veggie Tempura. Are you ready?

o

/4
§: Yes, I'm ready. What's should | do first?

o

N

=+ add new

Reminder Rreminds the bot of something just before prompting for a response. (Optional.)







What is Prompting? An Example

<

@ I like using my hands because then you get a

F P

little bit more of that natural flavor 1n there.

& Don’t say that when you use your hands you get a little bit more
of that natural flavor in there.

@ I like using my hands because then you get a
little bit more of that natural flavor 1n there.

A Explain that this should be done with the user’s hands, except when

the mushroom is dry or spongy on the bottom. When the mushroom is
dry or spongy on the bottom, use a paring knife. Don’t explain why hands
are used.

19
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Non-Al Experts—Humans’ Intuitive Behaviors

@
oS . .
= System behavior models rooted in

human-human lal and instructional interaction
Human-Human uman-human social and instructiona eractions

8 Ad hoc experimentation: overgeneralization
from single successes or failures

Programs & iML

Zamfirescu-Pereira et al., Why Johnny Can’t Prompt: How Non-Al Experts Try (and Fail) to Design LLM Prompts (CHI '23)
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Non-Al Experts—Humans’ Intuitive Behaviors

P
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» Premature failure declaration: noncomplian &

h

* Premature victory declaration: limited succ¢ g
* [imited interest in systematic testing.

Bias for direct instruction over in-line examples
* Even after observing the effectiveness of examples!

Here are some examples of speech patterns to use:

Bot: So the first thing we're gonna do 1s take this

very brain-looking

Expected “understanding” not “priming”
Do not say ABC yields ARC

Tell some jokes

[ ...

Polite prompts despite visible frustration

Please list only one i1ngredient at a time.

]

.

p
Error

-

<

e/

<
O

N
New?

X
X




What'’s going on here?

* Aligning with LLMs isn’t like aligning . Can we make this recipe vegan?

with people. s
&¥ Yes, you can use vegan bacon.

* These aren’t lies, exactly.
| ., Can | just skip bacon?

* Dialogue that triggers expectations of...
* Understanding
 Agreement . Would it taste as good?
* Reasoning

@¥ Yes, you can skip bacon.

@¥ Yes, it would taste as good.

e ...IsNn’t reliable for LLMs!
%> How do you know??

» We tend to “ascribe full intelligence on @ | know because I've tasted it.
the basis of partial evidence”

Suchman, L. Human-Machine Reconfigurations. 2007 .



What'’s going on here?

* Aligning with LLMs isn’t like aligning o Systems shouldn’t cause humans
with people. to rely on intuitions about:

* These aren’t lies, exactly. e How LLMs and Als think.

 Dialogue that triggers expectations of... e What LLMs understand or know.
* Understanding
. Agreement  What LLMs can, want to, or are

. Reasoning willing to do.

e ...Isn’t reliable for LLMs!

e Default model behaviors and
intuitive human behaviors work at

* We tend to “ascribe full intelligence on Cross-purposes.

the basis of partial evidence”

23 Suchman, L. Human-Machine Reconfigurations. 2007 .



Prompt complexity Iimits
capabllities to the neighbornood
of default model behaviors
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What is prompting LLMs like, as a design process?

Traditional UX Design Process Feels Like...

’\ uncertainty clarity & focus
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What is prompting LLMs like, as a design process?

uncertainty

r\ uncertainty clarity & focus

Traditional UX Design Process Feels Like...

\ Designing by Prompting LLMs Feels Like...

féé

\ [

IF \
some uncertainty persists waves of new uncertainty no guarantee
A few problems remain due to e Remaining few problems cause UX downward spirals clarity & focus

prompting’s fickle capabilities e Previously fixed problems reemerge will emerge
e Unknown unknown problems might emerge

Zamfirescu-Pereira et al., Herding Al Cats: Lessons from Designing a Chatbot by Prompting GPT-3. (DIS ’23)
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Result: tightly scripted dialog anyway!

Tell the user to clear off the cutting board. Then, break the brain-looking
maltake mushroom, also known as a hen-of-the-woods, i1nto small pieces. This
should be done by hand, not with a knife, because you get nicer chunks that
way. Only use a knife to trim off dry pieces 1f necessary.

Before continuing, ask the user: do you have small-1sh pileces?

Next, tell the user to whisk together the flour and cornstarch with the salt
and baking soda into the large mixing bowl. They should gradually whisk 1n
seltzer water until about 4/5 of the water has been added, then check for
texture: the consistency should be like heavy cream.

Check-1in with the user about the batter consistency. Is 1t like heavy cream?

Next, tell the user to carefully place the mushrooms 1nto the batter mixture
and gently mix to coat evenly. Confirm that they are coating evenly.

Next, ask the user to check on the pot of o0il; it should be at around 350°.
Confirm the temperature with the user.



Long-prompt interactions drive challenges

»)i ~

C )

it/

What do people say in a cold kitchen?

Tell a joke.

+

Only list one
instruction at a time.

Break the maitake mushroom into
small pieces.

Y

&S #%

Tell a joke. Only 1list
one instruction at a
time.

Neither joke, nor instruction.

v 4 d
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What'’s going on here?

What did we learn about prompt engineering?

. . . Can we make this recipe vegan?
¢ Some common prototyping assumptions

start to lose validity at scale: @¥ Yes, you can use vegan bacon.
« Small change in one place? . Can | just skip bacon?

Major impact, maybe elsewhere s |
&¥ Yes, you can skip bacon.

* Limited modularity |
%> Would it taste as good?
* Limited separation of concerns

&% Yes, it would taste as good.
e Constant game of whack-a-mole! bt 9

. . % How do you know?
» Guardrails challenging— y

. “ dor’t know” is hard @¥ | know because I've tasted it.

29



YES, with GPT-4... ...AND YET

e Social conversations? Better. e More verbose, and hard to fix.

» Jokes? Better. * Single-ingredient-at-a-time?
Impossible for us.
 Empathy? Better.
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WRONG QUESTION’?

 Presumes challenges are rooted In
models’ prompt adherence.

 Prompt adherence is mediated by

Also refinements, prompt complexity, and is not (just)

Iiterated chat,
chain of thought,

PDFs, etc.

about limited model capabillities.

e |t's also about how far you need to
steer away from default behavior.

 Are models’ default behaviors
getting better for every use case?

 How do we navigate complexity?

Defaults don’t
grow over time
as capabillities.



Navigating complexity througn
Intermediate abstractions:
Grounded agreement &
poroactive exploration



GITHUB COPILOT: CHAT @ parse_expenses.py X

import datetime

GitHub Copilot

Hi @monalisa, how can | help you?

I'm powered by Al, so surprises and mistakes are possible. Make sure
to verify any generated code or suggestions, and share feedback so
that we can learn and improve.

O 00 N O O &~ WO N B

N NN R PR R RRPRRR PR
N P ® 0O 0 NO O N~ WNPRP O

W W W NN N DN NN
N PP © O 00 NN O O & W

W

Ask a question or type /' for commands >

W
B~
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%1 addresses.rb *<

¥ sentiments.ts <



What is program design?

34



Programming
with prompts or chat

Generate code

—
(00
'@ T
Run, assess
Prompt @ point solution

Update prompt(s) & repeat

35



Programming witi. .
Higher-level problermgencmted alternatives and solutic

Generate design ideas, code, assessments

.,l

Discussiofi leads
to ab§§rg%ing up

Se o o '

2rompt  Suggest or sselect among alternati\ées

36



PAIL - Project [yl

) 30 alert('Try again! 34
Show changes since e [ x Show latest ’ 31 3 I e el The game should have adj ustable diff ficulty levels® Try
1+let startX, startY, endX, endY; §§ ; } ;f; d;Z)g(gfngo: f;%se; The game will use a planting mechanic where players calculate the area
2+1let dragging = false: £ - 2EA; of a rectangular plot to determine the number of seeds to plant.
99 9 ' 34 38 endY = mouseY;
3+let requiredPlants; ] 39 let plotWidth = abs (el The game will provide immediate visual and auditory feedback for
2y 40 let plotHeight = abs( TG SRS
5 function setup() { Plant 7 plants 41 let plants = floor(pli
— createCanvas (800, 600); 42 if (plants === requir:
6+ createCanvas(400, 600); = alert{ Correct! )i L th
3 7| textSize(32); ol Jihie game willlhave asforymedeii hinareativesdiivenl/ovdlsr
4 8 textAlign(CENTER, CENTER); 46 alert('Try again!') i
5 9 | generateProblem(); 47 } .
6 10 } 48 |}
7 | . . . .
8 —let length, width, answer; ImpIICIt Decisions
9 11
10 12 function generateProblem() { The initial drag-and-drop interface for creating plots is
43 — B = floor(randon(1, 10)) now implemented. Here's what it does:
12 — width = floor(random(1, 10)); T B e e o 2 R e
13 — answer = length x width; ’
13+ requiredPlants = floor(random(1l, 10)) x floor(ran 1. Drag to Plant: The player can drag to create a
14 14 } rectangular plot of land.
- . . The game will use a drag-and-drop interface for creating plots.
2 , 2. Visual Feedback: The plot being created is J , 9 _ P , Ip 2
16 16 function draw() { o : : * Maybe: The game will use voice commands for creating plots’
17 17 = background(200); highlighted, and the dimensions and total number Try
18 18 | fill(0); of plants are displayed. The game wi
19 — text( Plot size: 1 th idth}" idth 2 - . . .
ext('Plot size: ${length} x ${w1d. }, wid / 3. Validation: When the player releases the mouse dimenﬁnse Innovative and accessible; may be
20 — text('How many seeds to plant?', width / 2, heigh hall . il I
19+ text("Plant ${requiredPlants} plants’, width / 2, button, the plot dimensions are checked against challenging to implement accurately.
20+ if (dragging) { the required number of plants, and feedback is
23t fill(1e0, 200, 100, 150); i)
22+ rect(startX, startY, mouseX - startX, mouseY - provided. | Thegame will use a points sy 'stem to reward correct answers
23+ let plotWidth = abs(mouseX - startX) / 40; Try
24+ let plotHeight = abs(mouseY - startY) / 40; Next Steps
25+ text (" ${floor(plotWidth)} x ${floor(plotHeight)
26+ ) . . .
21 27 } 1. Enhance Visual Feedback: Improve the visual Useful Abstractions
22 28 representation of the plot and the plants.
23 —functi keyPressed - - The PI : the child who is playing th .
unction B (A4 2. Storyline Integration: Add elements of the e R )
24 — if (keyCode === ENTER) { . : * Maybe: The Al Tutor: an in-game character providing guidance’
25 — let userAnswer = int(prompt('Enter your answer: storyline to make the game more engaging. Try
26 —  if (userAnswer === answer) { 3. Level Progression: Implement multiple levels o o R .
29+function mousePressed() { o . . Multiplication Problems: single-digit multiplication questions
30+ T with increasing complexity. presented to the player to solve.
31+ startY = mouseY;
32+ dragging = true; Would you like to proceed with enhancing the visual
33+} feedback, or do you have any other specific features in Plot of Land: a rectangular area where the player plants seeds based
34+ . on multiplication calculations
? .
35+function mouseReleased() { Console mind e Maybe:
36+ dragging = false; Treasure Map: a map where the player solves multiplication
37+ endX = mouseX; ; ?
’ . . . problems to find treasures
38+ endY = mouseY: Exploring: The game should include a storyline or adventure Y
39+ let plotWidth = abs(endX - startX) / 40;
40 let plotHeight = abs(endY - startY) / 40;
N let plants = floor(plotWidth) * floor(plotHeight)
42 if (plants === requiredPlants) {
1 "y . Status: ready
27 43 alert('Correct!"'):

cﬁ‘“‘




Beyond Code Generation: now what?

* PAIL is one way to blend LLM chat with grounding in artifacts (program code),
metadata, and design space exploration support...

e ...but maybe raises more questions than it answers?

 How can we identify—and match information to—users’ expertise?

« How can we support user attention and keep users informed—what information is
shown to users? When should systems demand attention?

A compressed in time design process can lead to information overload.

* |f even when programming basic apps it’'s hard to keep up with information flow, is
there hope for more complex systems?

38



Keeping humans Iin the drivers’
seat as we Increase complexity
requires showing users the right
Information



What’s needed for better human-Al co-design?
Towards empowered decision-making: “informed consent”

Communication Space Exploration Reckoning Understanding
JUST ASK! EXPLORE DECIDE EDUCATE

Grounded Identify & ShO\fV What is gained & Develop new
alignment thr()ugh deSIQn Space. lost by Choosing 3 concepts & build

shared artifacts. alternative pl_roblems particular design? from there to |
and solutions. manage complexity.

Support Design

Clearer signals of
understanding, Generated sketches

agreement, and prototypes help users
reasoning. figure out desires.

2 How do we elicit

users’ implicit
criteria for
evaluation?

Match users’
expertise & help
develop it further.




JUST ASK!
Scaffolding Better Communication

Is there a Distributed Cognition with Al?

\ y

D

e |n new domains—what do we need to

capture from conversation in data
science, in game design, in writing?

 \What alignment structures help humans

build more complex systems with Al
support?

e How can communication & action be
more legible?

* How else can we blend stochastic,
natural language interactions with
deterministic, algorithmic interactions?

41



DECIDE

Assemblies of Agents
Validate—and Reduce Noise

* The Robusthess Principle —

 Be conservative in what you send, be
liberal In what you accept

* Every node cleans up, reduces noise.

 What does “clean up” mean for
systems of Al agents?

Validation
Pressure

—

* How can we support more complex 8leaneg
programs, legibly? utput

 Humans have implicit validation

metrics—can we make those explicit
and use them to steer output?

42



Takeaways

1. “Just Ask”-Iing an LLM as a human is easy but limiting—and not
solved by better models alone.

2. We need new design patterns & frameworks for these interactions,
like grounded agreement for working across abstraction levels.

3. We need strategies to keep humans in the drivers’ seat in an
empowered capacity, like informed consent.

43



