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The Language of Creation
How Generative AI Challenges Intuitions— 
and can Reshape Design Process
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A vision of creating with AI… 

I’d like a game to help 
my kid learn to multiply.

!

JUST ASK!
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A vision of creating with AI… 

I’d like a game to help 
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Conversation

JUST ASK! 
THEN ITERATE!

Vibe Coding!

Great, if…

Been done 
1000x times 

Can “see” 
correctness

Market 
of one: 

you!

We can do better!
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A vision of creating with AI… 

I’d like a game to help 
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PROACTIVE 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I’d like a game to help 
my kid learn to multiply.
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&!'!EDUCATE DISCOVER

A vision of creating with AI… 

JUST ASK! 
THEN ITERATE!

PROACTIVE 
EXPLORATION

EMPOWERED 
DECISIONS
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I’d like a game to help 
my kid learn to multiply.
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!
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A vision of creating with AI… 

! !

! !
!!! !

!!

! !

!
!! !!

THIS EMPOWERING VISION

RISKS BECOMING

A DISEMPOWERING CACOPHONY

LET’S TRY TO AVOID THIS OUTCOME
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JUST ASK! EXPLORE DECIDE EDUCATE

Why Johnny 
Can’t Prompt 

(CHI ’23)

Herding AI Cats 
(DIS ’23) Beyond Code 

Generation 
(CHI ’25)

Dreamsheets 
(CHI ’24)

Who Validates 
the Validators? 

(UIST ’24)

SPADE 
(VLDB ’24)

61A Bot Report 
(SIGCSE ’25)

Trucks Don’t 
Mean Trump 
(FAccT ’22)
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Chat is easy, but  
humanlike interaction leads to 
misunderstandings—and 
hides what LLMs are good at

10 Zamfirescu-Pereira et al. Why Johnny Can’t Prompt: How Non-AI Experts Try (and Fail) to Design LLM Prompts. (CHI ’23)



• We humans have tons of experience with it. 

• Language has flexibility, composability, metaphor, supports abstraction. 

• …these aren’t properties of natural language in isolation. 

• They’re properties of a system: language + speaker + listener + medium.

Natural language is “easy”
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- Prof. Eytan Adar, School of Information • University of Michigan

“Don’t let your UI write a check 
your AI can’t cash.”
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LLMs and Prompt Engineering
Studying ChatGPT before there was ChatGPT

You are a recipe 
instruction bot.

GPT-3

(
Oh, there’s bacon in this? 
Can we make it vegan?

%!
Absolutely! Just use vegan 

bacon instead of bacon.

You are a recipe 
instruction bot. 

Be funny. But don’t 
suggest vegan bacon!

✓ Easy to describe 
desired behavior!


✓ Highly interactive 
dialogue! 


✓ Fluid, fluent 
language output!


✓ Support long tail of 
user requests & 
preferences!


✓ Highly sensitive to 
inputs—needs 
engineering effort!
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LLMs and Prompt Engineering

✓ Easy to describe 
desired behavior!


✓ Highly interactive 
dialogue! 


✓ Fluid, fluent 
language output!


✓ Support long tail of 
user requests & 
preferences!


✓ Highly sensitive to 
inputs—needs 
engineering effort!

Studying ChatGPT before there was ChatGPT

You are a recipe 
instruction bot.

GPT-3 
Text Completion API

(
Oh, there’s bacon in this? 
Can we make it vegan?

%!
Absolutely! Just use vegan 

bacon instead of bacon.

You are a recipe 
instruction bot. 

Be funny. But don’t 
suggest vegan bacon!

)
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Understanding Prompt Engineering
Programming, via Natural Language, to define ChatBot behavior

• Goal: understand what prompt engineering is, through a concrete example.


• Technology probe: a best-effort system, close to the edge of feasibility, asks:


• What are the critical challenges in a specific domain?


• Where do our best ideas succeed or fall short? 

• Built support tool for making task-oriented dialogue assistants: BotDesigner. 

• Use BotDesigner to build a recipe instruction bot.



BotDesigner

Preamble

First Turns

Reminder

!

!
Preamble

First Turns

Reminder

!

!
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Conversation

!

!
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"

Conversation

!

!

"

"

"

Conversation

BAD

!
"

"

Conversation

RETRY

CLI
CK!

CLI
CK!

#

#

#

#

Errors New?

BAD

ODD

BAD

WRONG

❌

❌

✅

✅
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Natural Language Programming to define a ChatBot’s behavior



! bot-designer.tld

Conversations Error Browser

17



18



What is Prompting? An Example
!	I like using my hands because then you get a  
 little bit more of that natural flavor in there. 

* Don’t say that when you use your hands you get a little bit more  
	 of that natural flavor in there. 


!	I like using my hands because then you get a  
 little bit more of that natural flavor in there. 

* Explain that this should be done with the user’s hands, except when  
	 the mushroom is dry or spongy on the bottom. When the mushroom is  
	 dry or spongy on the bottom, use a paring knife. Don’t explain why hands  
	 are used.
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Non-AI Experts—Humans’ Intuitive Behaviors

System behavior models rooted in 
human-human social and instructional interactions  
 
 

Ad hoc experimentation: overgeneralization  
from single successes or failures

 
 

Human-Human

 
 

Programs & iML

20 Zamfirescu-Pereira et al., Why Johnny Can’t Prompt: How Non-AI Experts Try (and Fail) to Design LLM Prompts (CHI ’23)



Non-AI Experts—Humans’ Intuitive Behaviors
• Bias for direct instruction over in-line examples

• Even after observing the effectiveness of examples!


* Here are some examples of speech patterns to use: 

 Bot: So the first thing we're gonna do is take this  
 very brain-looking […] 

• Polite prompts despite visible frustration

* Please list only one ingredient at a time.


• Expected “understanding” not “priming”

* Do not say ABC  yields  ABC 

• Premature failure declaration: noncompliance implies incapability

* Tell some jokes → no jokes → “I guess it doesn’t like to tell jokes”


• Premature victory declaration: limited success implies general success

• Limited interest in systematic testing.

 
 

Human-Human

 
 

Programs & iML
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What’s going on here?

• Aligning with LLMs isn’t like aligning 
with people.


• These aren’t lies, exactly.


• Dialogue that triggers expectations of…

• Understanding

• Agreement

• Reasoning


• …isn’t reliable for LLMs!  

• We tend to “ascribe full intelligence on 
the basis of partial evidence”

22 Suchman, L. Human-Machine Reconfigurations. 2007.

% Can we make this recipe vegan?

! Yes, you can use vegan bacon.

% Can I just skip bacon?

! Yes, you can skip bacon.

% Would it taste as good? 

! Yes, it would taste as good.

% How do you know?

! I know because I’ve tasted it.



What’s going on here?

• Aligning with LLMs isn’t like aligning 
with people.


• These aren’t lies, exactly.


• Dialogue that triggers expectations of…

• Understanding

• Agreement

• Reasoning


• …isn’t reliable for LLMs!  

• We tend to “ascribe full intelligence on 
the basis of partial evidence”

23 Suchman, L. Human-Machine Reconfigurations. 2007.

• Systems shouldn’t cause humans 
to rely on intuitions about:


• How LLMs and AIs think.


• What LLMs understand or know.


• What LLMs can, want to, or are 
willing to do. 

• Default model behaviors and 
intuitive human behaviors work at 
cross-purposes.



Prompt complexity limits 
capabilities to the neighborhood 
of default model behaviors

24 Zamfirescu-Pereira et al. Herding AI Cats: Lessons from Designing a Chatbot by Prompting GPT-3. (DIS ’23)



What is prompting LLMs like, as a design process?

waves of new uncertainty
● Remaining few problems cause UX downward spirals
● Previously fixed problems reemerge
● Unknown unknown problems might emergeuncertainty

uncertainty clarity & focus Traditional UX Design Process Feels Like…

UX design process
applied to prompt design

no guarantee
clarity & focus

will emerge

some uncertainty persists
Few problems remain due to 
prompting’ fickle capabilities

Designing by Prompting LLMs Feels Like…

25



What is prompting LLMs like, as a design process?

waves of new uncertainty
● Remaining few problems cause UX downward spirals
● Previously fixed problems reemerge
● Unknown unknown problems might emergeuncertainty

uncertainty clarity & focus Traditional UX Design Process Feels Like…

UX design process
applied to prompt design

no guarantee
clarity & focus

will emerge

some uncertainty persists
Few problems remain due to 
prompting’ fickle capabilities

Designing by Prompting LLMs Feels Like…

waves of new uncertainty
● Remaining few problems cause UX downward spirals
● Previously fixed problems reemerge
● Unknown unknown problems might emergeuncertainty

uncertainty clarity & focus Traditional UX Design Process Feels Like…

UX design process
applied to prompt design

no guarantee
clarity & focus

will emerge

some uncertainty persists
A few problems remain due to 
prompting’s fickle capabilities

Designing by Prompting LLMs Feels Like…
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Result: tightly scripted dialog anyway!
Tell the user to clear off the cutting board. Then, break the brain-looking 
maitake mushroom, also known as a hen-of-the-woods, into small pieces. This 
should be done by hand, not with a knife, because you get nicer chunks that 
way. Only use a knife to trim off dry pieces if necessary. 

Before continuing, ask the user: do you have small-ish pieces? 

Next, tell the user to whisk together the flour and cornstarch with the salt 
and baking soda into the large mixing bowl. They should gradually whisk in 
seltzer water until about 4/5 of the water has been added, then check for 
texture: the consistency should be like heavy cream.  

Check-in with the user about the batter consistency. Is it like heavy cream?  

Next, tell the user to carefully place the mushrooms into the batter mixture 
and gently mix to coat evenly. Confirm that they are coating evenly.  

Next, ask the user to check on the pot of oil; it should be at around 350°. 
Confirm the temperature with the user.  27



Long-prompt interactions drive challenges

Tell a joke.

*
What do people say in a cold kitchen?

Only list one 
instruction at a time.

Break the maitake mushroom into 
small pieces.

Tell a joke. Only list 
one instruction at a 
time.

Neither joke, nor instruction. +

%!
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What’s going on here?
What did we learn about prompt engineering?

• Some common prototyping assumptions 
start to lose validity at scale:

• Small change in one place? 

Major impact, maybe elsewhere 

• Limited modularity 

• Limited separation of concerns

• Constant game of whack-a-mole!


• Guardrails challenging—

• “I don’t know” is hard

% Can we make this recipe vegan?

! Yes, you can use vegan bacon.

% Can I just skip bacon?

! Yes, you can skip bacon.

% Would it taste as good? 

! Yes, it would taste as good.

% How do you know?

! I know because I’ve tasted it.
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Aren’t models getting better at following prompts?

• Social conversations? Better.


• Jokes? Better.


• Empathy? Better.

• More verbose, and hard to fix.


• Single-ingredient-at-a-time? 
Impossible for us.

YES, with GPT-4… …AND YET
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Aren’t models getting better at following prompts?

31

• Presumes challenges are rooted in 
models’ prompt adherence.


• Prompt adherence is mediated by 
prompt complexity, and is not (just) 
about limited model capabilities.


• It’s also about how far you need to 
steer away from default behavior.


• Are models’ default behaviors 
getting better for every use case? 

• How do we navigate complexity?

WRONG QUESTION?

Defaults don’t 
grow over time 
as capabilities.

Also refinements, 
iterated chat, 
chain of thought, 
PDFs, etc.



Navigating complexity through 
intermediate abstractions: 
Grounded agreement &  
proactive exploration

32
Zamfirescu-Pereira et al. Beyond Code Generation: LLM-supported Exploration of the Program Design Space. (CHI ‘25)
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Oh wait, there’s data 
missing!

What’s the relationship 
between these variables?

Let’s consider these other 
variables instead?

Can I triangulate to this 
relationship of interest?

What is program design?

34



Programming 
with prompts or chat

Generate code

Prompt
Update prompt(s) & repeat

Run, assess 
point solution

!

,

-

)
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Programming 
with prompts or chat

Generate code

Prompt
Update prompt(s) & repeat

Run, assess 
point solution

!

,

-

)

Programming with design support:
Higher-level problems, generated alternatives and solutions

Generate design ideas, code, assessments

-
--

Suggest or select among alternatives

) ) )

! ! !
.
..

/
//

Prompt
,

0

0
0

0
,

,

!

!Discussion leads 
to abstracting up

Let’s make 
flash cards for 
multiplication 

practice

I’d like to help 
my 5yo learn how to 

multiply small 
numbers

,

What’s your high-
level goal?

!

What would keep 
your 5yo motivated & 

interested?

!

Here’s an 
example matching 

game with farm 
animals.
! Single-digit 

numbers are simpler 
but may not hold older 

children’s attention.

!

Use single-
digit numbers.

!
Drag-and-drop 

input style.

!
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Beyond Code Generation: now what?

• PAIL is one way to blend LLM chat with grounding in artifacts (program code), 
metadata, and design space exploration support…


• …but maybe raises more questions than it answers?  

• How can we identify—and match information to—users’ expertise?


• How can we support user attention and keep users informed—what information is 
shown to users? When should systems demand attention?


• A compressed in time design process can lead to information overload. 

• If even when programming basic apps it’s hard to keep up with information flow, is 
there hope for more complex systems? 
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Keeping humans in the drivers’ 
seat as we increase complexity 
requires showing users the right 
information
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Towards empowered decision-making: “informed consent”

JUST ASK! EXPLORE DECIDE EDUCATE
Grounded 

alignment through 
shared artifacts.

Identify & show 
design space: 

alternative problems 
and solutions.

What is gained & 
lost by choosing a 
particular design?

Develop new 
concepts & build 

from there to 
manage complexity.

Clearer signals of 
understanding, 
agreement, and 

reasoning.

How do we elicit 
users’ implicit 

criteria for 
evaluation?

Generated sketches & 
prototypes help users 

figure out desires.

Match users’ 
expertise & help 

develop it further.

What’s needed for better human-AI co-design?
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Improving 
Communication

Support Design 
Space Exploration

Trade-offs 
Reckoning

Building Up 
Understanding 



Scaffolding Better Communication
Is there a Distributed Cognition with AI?

• In new domains—what do we need to 
capture from conversation in data 
science, in game design, in writing?


• What alignment structures help humans 
build more complex systems with AI 
support?


• How can communication & action be 
more legible? 

• How else can we blend stochastic, 
natural language interactions with 
deterministic, algorithmic interactions?

!

!

"

"

Conversation

!

!

1
1

1

1

1

JUST ASK!
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Assemblies of Agents
Validate—and Reduce Noise

• The Robustness Principle—

• Be conservative in what you send, be 

liberal in what you accept 
• Every node cleans up, reduces noise.


• What does “clean up” mean for 
systems of AI agents?

• Humans have implicit validation 

metrics—can we make those explicit 
and use them to steer output?


• How can we support more complex 
programs, legibly?
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!

!

!

!Data

User 
Goal

Validation 
Pressure

Cleaner 
Output?

DECIDE



Takeaways

1. “Just Ask”-ing an LLM as a human is easy but limiting—and not 
solved by better models alone.


2. We need new design patterns & frameworks for these interactions, 
like grounded agreement for working across abstraction levels.


3. We need strategies to keep humans in the drivers’ seat in an 
empowered capacity, like informed consent.
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