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NLP progress is limited to a few languages. 
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Figure from CS 288: Natural Language Processing by Dan Klein 7
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English.
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>88% of the world's 
languages “are still 
ignored in the 
aspect of language 
technologies.”



What is a low-resourced language? 



mRAKL: Multilingual Retrieval-Augmented Knowledge Graph 
Completion for Low-Resourced Languages 



What are Knowledge Graphs? 

https://deepgraphlearning.github.io/project/wikidata5m



What are Knowledge Graphs? 

KG: <head, relation, tail>

<Johannes Kepler, Occupation, Astronomer>

https://deepgraphlearning.github.io/project/wikidata5m



What are Knowledge Graphs? 

KG: <head, relation, tail>

<Johannes Kepler, Occupation, Astronomer>
<Kepler Space Telescope, Named after, Johannes Kepler>

…

https://deepgraphlearning.github.io/project/wikidata5m



What are Knowledge Graphs? 

Have been used in:
● Question Answering
● Dialogue Systems
● Recommendation Systems



What is Knowledge Graph Completion?

Johannes 
Kepler

KG: <head, relation, ?>
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What is Knowledge Graph Completion?

Johannes 
Kepler

Astronomer

occupation

KG: <head, relation, tail>



Knowledge Graph Completion

Option 1: Manual Construction



Knowledge Graph Completion

Option 2: KG Embedding Models

Q. Wang, Z. Mao, B. Wang and L. Guo, "Knowledge Graph Embedding: A Survey of Approaches and Applications," in IEEE Transactions on Knowledge and Data 
Engineering, vol. 29, no. 12, pp. 2724-2743, 1 Dec. 2017, doi: 10.1109/TKDE.2017.2754499.



Knowledge Graph Completion

Option 2: KG Embedding Models

Q. Wang, Z. Mao, B. Wang and L. Guo, "Knowledge Graph Embedding: A Survey of Approaches and Applications," in IEEE Transactions on Knowledge and Data 
Engineering, vol. 29, no. 12, pp. 2724-2743, 1 Dec. 2017, doi: 10.1109/TKDE.2017.2754499.

● High quality and performance



Knowledge Graph Completion

Option 2: KG Embedding Models

Q. Wang, Z. Mao, B. Wang and L. Guo, "Knowledge Graph Embedding: A Survey of Approaches and Applications," in IEEE Transactions on Knowledge and Data 
Engineering, vol. 29, no. 12, pp. 2724-2743, 1 Dec. 2017, doi: 10.1109/TKDE.2017.2754499.

● High quality and performance

● Model size increase with KG 
size

● Separate model for downstream 
tasks



Knowledge Graph Construction

Option 3: Transformer Based KGE Models

Sequence-to-Sequence Knowledge Graph Completion and Question Answering (Saxena et al., ACL 2022)

https://aclanthology.org/2022.acl-long.201/


Knowledge Graph Construction

Option 3: Transformer Based KGE Models

Sequence-to-Sequence Knowledge Graph Completion and Question Answering (Saxena et al., ACL 2022)

Prix-LM: Pretraining for Multilingual Knowledge Base Construction (Zhou et al., ACL 2022)

https://aclanthology.org/2022.acl-long.201/
https://aclanthology.org/2022.acl-long.371/


Knowledge Graph Construction

Option 3 + Context: Transformer Based KGE Models with Context 

Friendly Neighbors: Contextualized Sequence-to-Sequence Link Prediction (Kochsiek et al., RepL4NLP 2023)

https://aclanthology.org/2023.repl4nlp-1.11/


Knowledge Graph Construction

Option 3: Transformer Based KGE Models with/without Context 

Friendly Neighbors: Contextualized Sequence-to-Sequence Link Prediction (Kochsiek et al., RepL4NLP 2023)

● Good quality and performance 
● Model size independent of KG size
● Can use knowledge in pre-training
● End-to-end trainable for downstream tasks

● Mostly for mid- to high resourced languages
● require structured data for context

https://aclanthology.org/2023.repl4nlp-1.11/


How do we make this work for Low-resourced languages?

Current methods rely on large, structured data for training!⚠
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How do we make this work for Low-resourced languages?

Current methods rely on large, structured data for training!

We do not currently have large structured datasets for low-resourced languages

Unstructured data is more easily accessible for low-resourced languages

��

⚠

��



How can we use unstructured data which is more 

easily accessible to perform mKGC for low-resourced 

languages?
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Method

Step 1: Reformulating KGC as a Question answering task

<Johannes Kepler, Occupation, ?>    <What is Johannes Kepler’s Occupation?>
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Step 2: Have a generative model predict the answer given the question

What is Johannes Kepler’s Occupation? Astronomygenerative
LM



Method

Step 1: Reformulating KGC as a Question answering task

Step 2: Have a generative model predict the answer given the question

Step 3: Retrieve context from unstructured data to aid generation

[... Kepler … fathers of modern astronomy] 
What is Johannes Kepler’s Occupation?  Astronomy

generative
LM

retriever
Model



Method

Step 1: Reformulating KGC as a Question answering task

Step 2: Have a generative model predict the answer given the question

Step 3: Retrieve context from unstructured data to aid generation

[... Kepler … fathers of modern astronomy] 
What is Johannes Kepler’s Occupation?  Astronomy

Step 4: Do this multilingually!

generative
LM

retriever
Model
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Target Languages: Amharic and Tigrinya     Transfer Languages: Arabic and English

Preparing our dataset
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Preparing our dataset
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Experiments & Results

Language Models have 
very little parametric 
knowledge in 
low-resourced languages.



Experiments & Results

Language Models trained 
on smaller number of 
related languages 
perform better*.

The Less the Merrier? Investigating Language Representation in Multilingual Models (Nigatu et al., Findings 2023)

https://aclanthology.org/2023.findings-emnlp.837/


Experiments & Results

Language Models trained 
on smaller number of 
related languages 
perform better*.

*in line with prior work The Less the Merrier? Investigating Language Representation in Multilingual Models (Nigatu et al., Findings 2023)

https://aclanthology.org/2023.findings-emnlp.837/


Experiments & Results

mRAKL outperforms 
prior work for 
low-resourced language 
context.
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mRAKL allows for implicit 
cross-lingual link 
prediction, where 
transfer language 
context helps improve 
generation 
performance.
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Our Contributions

● Dataset: QA and KG
○ We started with what is available in 

the target languages.
● Models: Retriever, Generator
● Technology: mRAKL
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Future Work

● Applying this to QA
● Adding more transfer languages
● Adding more unstructured data



Past and Future, Future Work
(Past) Why don’t we have data on Wikipedia for low-resourced languages?
● Hellina Hailu Nigatu, John Canny, Sarah Chasins. (2023). "A Need Finding Study with 

Low-Resourced Language Content Creators." Proceedings of 4th ACM African Human-Computer 
Interaction Conference (AfriCHI 2023)

● Hellina Hailu Nigatu, John Canny, Sarah Chasins. (2024). "Low-Resourced Languages and Online 
Knowledge Repositories: A Need-Finding Study" Proceedings of ACM Conference on Human 
Factors in Computing Systems (ACM CHI).

(Future, Future) How can we build Dialect-Aware Language Technologies 
to support low-resourced Wikipedia article creation?

● Machine Translation
● Speech Recognition
● Audio Archives

Visit my Website!!

hellina_nigatu@berkeley.edu


