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Unstructured Data Management
Unstructured data

<20%

>80% 
Growing at the rate of over 50% annually 

Can we successfully query or extract value from unstructured documents? 

Structured data

Can we build a database system for unstructured documents?



Analyzing Unstructured Documents is Hard
They are free form, have heterogeneous visual formats and layouts, potentially long and complex…

Civic Agenda Report from Malibu City 
collected by collaborators 

from Big Local News at Stanford



Analyzing Unstructured Documents is Hard

Notice of Violation about  
Hazardous Materials Safety Administration 

from US Department of Transportation

If all we have are only 
these raw documents,  
What can we do?

They are free form, have heterogeneous visual formats and layouts, potentially long and complex…



What Types of Analyses are Feasible?

Capital Improvement  
Projects (Design)

Marie Canyon Green Streets

Begin Construction:  
Summer/Fall 2022

Journalist: give me the number of projects related to Capital Improvement starting after 2021.  



How Can We Answer the Query? - Attempt 1: LLM

• Prompt: Question + Complete Document 
• How does it work? 

• LLM: GPT-4-32k 
• Documents: 40 Civic Agenda Reports

LLM gives correct answers on 41% of documents,  
taking 12.2$ for one question, spending 3 min…

Journalist: give me the number of projects related to Capital Improvement starting after 2021.  



How Can We Answer the Query? - Attempt 2: RAG

• Chunk the document 
• Return Top-k chunks that are 

most similar to query 
• Prompt: query + top-k chunks 
• How does it work? 

To reduce the cost…

Capital Improvement  
Projects (Design)

• Correct on 3% documents… 
• Why? 

Westward Beach Road Repair project

Journalist: give me the number of projects related to Capital Improvement starting after 2021.  



Takeaways from LLM and RAG Attempts

• RAG:  
• Cheaper but inaccurate - miss the right text portions due to reliance on physical chunking

LLM:  
• High cost on large document collections 
• Undesirable accuracy for long context - “Lost in the middle” [1,2]

[1] Liu, Nelson F., et al. "Lost in the middle: How language models use long contexts." Transactions of the 
Association for Computational Linguistics 12 (2024): 157-173.
[2] Bai, Yushi, et al. "Longbench: A bilingual, multitask benchmark for long context understanding." arXiv 
preprint arXiv:2308.14508 (2023).

Any other hope to do it better?



Structure In an UnStructured World?
Unstructured Documents are often semantically structured!

Public Works Commission Agenda Report

Capital Improvement  
Projects (Design)

Capital Improvement  
Projects (Design)

Marie Canyon  
Green Streets

PCH Median  
Improvement Project

Marie Canyon Green 
Streets



Structure In an UnStructured World?

Public Works Commission Agenda Report

Capital Improvement  
Projects (Design)

Marie Canyon  
Green Streets

PCH Median  
Improvement Project

Jump a few pages…

…… ……

……Disaster Projects (Design)

Disaster   
Projects (Design)

Broad Beach Road …

Broad Beach Road…

Unstructured Documents are often semantically structured!



Why Is Semantic Structure Important?

Public Works Commission Agenda Report

Capital Improvement  
Projects (Design)

Marie Canyon  
Green Streets

PCH Median  
Improvement Project

……

Disaster Projects (Design)

Broad Beach Road …

……

……

LLM (GPT-4) RAG (GPT-4) ZenDB (GPT-4) ZenDB (GPT-3.5)
Accuracy 41% 3% 78% 63%

Cost 12.2$ 0.4$ 0.7$ 0.007$

Imagine how a journalist would read 
document to figure out the answer? 

Akin to “table of contents”

Human-centered Approach

Journalist: give me the number of projects related to Capital Improvement starting after 2021.  



Templatized Documents
While unstructured documents vary considerably in format,  

a significant portion are created by using templates

Two papers from the same 
conferences follow the same 
template: 
• Same visual patterns on 

headers for all sections…



Templatized Documents

Civic documents serving the 
same purpose from the same 
local county use the same 
template

While unstructured documents vary considerably in format,  
a significant portion are created by using templates



Templatized Documents

Notice of Violation 
documents generated from 
the same department for the 
same purpose follow the 
same template

While unstructured documents vary considerably in format,  
a significant portion are created by using templates

We have similar observations in another 16 
datasets from 6 domains



Overview of ZenDB

Document 
Ingestion

Query 
Specification

Query 
Execution

Answer 
Confidence

Extract Semantic Structures

How to extract semantic structures 
efficiently and effectively for templatized 

documents?

DBA/end users write queries

How to design user-friendly interfaces?

ZenDB executes queries by  
leveraging semantic structures

How to leverage semantic structures to 
enhance accuracy, lower cost and latency?

Provenance

How to ensure user trust in query answer?

ZenDB: A DB system for unstructured documents that leverages semantic structure



How Do We Extract Semantic Structure?
• Visual Pattern: font size, font name, font type, all capital or not, start from a number or not, 

   begin with alpha or not, centered or not… 
• Oracle: LLM or human: header or not?

R

A1
B1

B2
C1

Step 1: Clustering based on visual patterns



How to Extract Semantic Structures?

R

A1
B1

B2
C1

Step 2: Remove non-header clusters by asking an LLM oracle

• Visual Pattern: font size, font name, font type, all capital or not, start from a number or not, 
   begin with alpha or not, centered or not… 

• Oracle: LLM or human: header or not?



How to Extract Semantic Structures?

R

A1
B1

B2
C1

• Pre-order = reading order 
• Nodes in same cluster = same level

Step 3: Tree Construction

Documents sharing templates - by non-LLM visual patterns matching

• Visual Pattern: font size, font name, font type, all capital or not, start from a number or not, 
   begin with alpha or not, centered or not… 

• Oracle: LLM or human: header or not?



User Interfaces? - Extending SQL
How do we let users write queries in a user-friendly manner? 

Define Tables

CREATE DTABLE Projects AS  
(‘This table contains a set of projects related with  
Public work commission. ’)

CREATE DTABLE TableName AS (description)

Define Attributes

CREATE ATTRIBUTE ATTRName on TableName AS  
(description, type)

CREATE ATTRIBUTE Name on Projects AS  
(‘Name of project ’, text) 

CREATE ATTRIBUTE Type on Projects AS  
(‘Type of project ’, text) 

CREATE ATTRIBUTE start_date on Projects AS  
(‘Start date of project ’, date)

SELECT COUNT(Projects.name) 
FROM Projects  
WHERE Projects.type = ‘Capital Improvement’ 
AND Projects.start_date > ‘2021’

Journalist: give me the number of projects related to Capital Improvement starting after 2021.  



Query Engine
Physical Query Plan: tree-search based on semantic tree 

SELECT COUNT(Projects.name) 
FROM Projects  
WHERE Projects.type = ‘Capital Improvement’ 
AND Projects.start_date > ‘2021’

Public Works Commission Agenda Report

Capital Improvement  
Projects (Design)

Marie Canyon  
Green Streets

PCH Median  
Improvement Project

……

Disaster Projects (Design)

Broad Beach Road …

……
Sketch for each node: 
• Name of current node and ancestors 
• Summary 
• Top-1 sentence similar to queried condition



Can you trust the answers returned by LLM?
Journalist: give me the number of projects related with Capital Improvement and starting after 2021. 

SELECT COUNT(Projects.name) 
FROM Projects  
WHERE Projects.type = ‘Capital Improvement’ 
AND Projects.start_date > ‘2021’

If “Marie Canyon Green Design” is part of the answer, 
Can you trust it?

• What is size of provenance? 
• Too short: no context 
• Too long: lots of human effort 

• What are the right information in provenance? 
• To verify all filters? Projected attributes? 

• What if the aggregation query? 
• Aggregate over a large number of tuples?

Provenance



Take-aways from Experimental Study

• ZenDB VS LLM (all GPT-4-32k) 
• Up to +29% precision, +31% recall, 30x saving of costs, 4x latency saving 

• ZenDB + GPT-3.5-Turbo (100x cheaper) 
• Paying one dollar, you can run 4.5k SQL Queries on average on a single document,  
     with usable quality (-7% precision and -5% recall VS ZenDB + GPT-4-32k)

Datasets: 1) Civic Agenda Reports, 2) Scientific Papers; 3) Notice of Violations.

• ZenDB VS RAG (all GPT-4-32k) 
• Up to +61% precision, +80% recall, 1.7x higher cost and 1.3x higher latency



Conclusion & Future Work

• What is next?  
• How can we make semantic structure extraction more robust in noisy document?  
• How can we formulate the provenance to ensure human trust, going beyond SQL interfaces? 
• Scalability? Extending to millions of documents 
• ……

ZenDB: Our first exploration towards building a data management system  
for unstructured documents that leverages semantic structure 

ZenDB (long-term goal): Towards an accurate, efficient and cost-effective  
data management system for unstructured documents that support ad-hoc advanced analytics



Thanks! 
Q &A


