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Overview

Lesson 1: Importance of CoT

Open-book exam is an analogy referring to a 
student can answer the question based on :
  - his/her knowledge 
  - search from website/books for reference
 

RAFT: Retriever Aware Fine-Tuning

Lesson 2: Robust to Top-k Documents

We study the importance of Chain-of-Thought (CoT) and citation from the 
original context. We found that adding CoT to our method gives a 
significant performance boost.

We found that it is always beneficial to add distractor documents 
to our dataset. This is because at test time the model is being 
asked to read and extract from top-k documents, adding 
distractor documents will make the model learn to ignore 
irrelevant context.
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