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MemGPT - an OS for LLMs
Teach LLMs to manage their own
memory for unbounded context!

⚡🤖 MemGPT agents in action

memgpt.ai
arxiv.org/abs/2310.08560

github.com/cpacker/MemGPT
pip install -U pymemgpt

Adding to memory

Put any LLM inside the MemGPT “LLM OS”
● Fixed-context LLM processor + tiered memory system
● LLM uses function calling to interact with external world
● LLM can chain together functions (+ yield)
○ Allows the agent to manage memory autonomously

● After a yield, LLM is not run until next event trigger

Problem: context windows limit LLMs
● Modern SOTA LLMs =

● LLM context is gradually scaling, but
○ Some settings need much more than ~1M context
■ LLM reading over terabytes of data

○ Some settings are inherently infinite context
■ 1 agent for weeks, months, years

○ Context scaling is error prone + expensive
■ Uneven attention, lost in the middle…

🧠 human-level* reasoning + 🐟 goldfish memory

Correcting memorySearching memory

🔨 Build with the MemGPT API
MemGPT can be used as a 

multi-user, multi-agent service!
memgpt.readme.io (developer docs)


