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How should we ask questions over large 
amounts of data?
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Title Arxiv URL Abstract Authors H-Index Date 
Published

Categories

How should we ask questions over large 
amounts of data?
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Title Arxiv URL Abstract Authors H-Index Date 
Published

Categories

Which paper about vector databases 
has the funniest title? 

How should we ask questions over large 
amounts of data?

Which papers obtains the highest 
MMLU score?

Which papers  contradict claims made 
by other papers?

Which papers contradict the claim that 
LMs can efficiently use long context?

How many papers claim to achieve 
SOTA on BIRD?

Summarize recent papers on vector 
databases
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How should we ask questions over large 
amounts of data?

Title Arxiv URL Abstract Authors H-Index Date 
Published

Categories

Which paper about vector databases 
has the funniest title? 

…
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How should we ask questions over large 
amounts of data?

Title Arxiv URL Abstract Authors H-Index Date 
Published

Categories

Which paper about vector databases 
has the funniest title? 

…

LLM
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RAG

Good for point lookups, 
not bulk processing



How should we ask questions over large 
amounts of data?

Title Arxiv 
URL

Abstract Authors H-Index Date Published Categories

Full Text 
Indexing in 
Open Source 
DBMS

…A vector of 
tokens…Let’s 
say we have a 
database

How can 
Catchy Titles 
be Generated

…which we 
remember, a 
funny title for 
example

Which paper about vector databases 
has the funniest title? 

…

LLM
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RAG

Good for point lookups, 
not bulk processing



How should we ask questions over large 
amounts of data?

Title Arxiv URL Abstract Authors H-Index Date 
Published

Categories

Which paper about vector databases 
has the funniest title? 

…

LM

LM

LM

LM

LM

LM

8

RAG

Good for point lookups, 
not bulk processing

SQL with LLM 
UDF

Limited to row-wise 
LLM execution



How should we ask questions over large 
amounts of data?

Title Arxiv URL Abstract Authors H-Index Date 
Published

Categories

Which paper about vector databases 
has the funniest title? 

…

RAG

Good for point lookups, 
not bulk processing

SQL with LLM 
UDF

Limited to row-wise 
LLM execution

LLM
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Scaling issues



How should we ask questions over large 
amounts of data?

Title Arxiv 
URL

Abstract Authors H-Index Date 
Published

Categories

Social Choice for 
Heterogeneous 
Fairness

Which paper about vector databases 
has the funniest title? 

…

RAG

Good for point lookups, 
not bulk processing

SQL with LLM 
UDF

Limited to row-wise 
LLM execution

LLM
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LLM(                  )

Scaling issues



What is LOTUS?
LLMs Over Tables of Unstructured & Structured data

A query engine for 
reasoning over large 

corpuses of data
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What is LOTUS?
A query engine for reasoning over large corpuses of data

Which paper about vector databases 
has the funniest title? 

Title Arxiv URL Abstract Authors H-Index Date 
Published

Categories

Sem-Filter Sem-Topk

12
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Rank papers by 
funniest title
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What is LOTUS?
A query engine for reasoning over large corpuses of data

Which paper about vector databases 
has the funniest title? 

Title Arxiv URL Abstract Authors H-Index Date 
Published

Categories

Sem-Filter Sem-Topk
LM LM

Select papers 
discussing VDBs

Rank papers by 
funniest title
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1

2

3

Bulk semantic processing



Ease of Use Efficiency

LOTUS: Two-fold Goals
A query engine for reasoning over large corpuses of data
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LOTUS: Key Ideas

- Declarative programming model
- Automatic optimization
- Leverage structured data, embeddings, and unstructured data 

together



Programming with LOTUS

Key idea: semantic operators provide a declarative programming 
model that seamlessly extends the relational model

LLM Transformations LLM Aggregations
Similarity-based 

Operations

LM

LM

LM

LM

Eg) sem_map, sem_filter, sem_join Eg) sem_agg, sem_topk Eg) sem_search, sem_cluster_by
16



LOTUS Optimizer

Under-the-hood: LOTUS Optimizer

sem_agg()sem_join()sem_topk()sem_map()sem_filter() sem_extract()
sem_cluster_

by()
sem_search() sem_index()

Semantic operators create a rich design space and can be transparently 
optimized

Efficient batch processing, algorithmic approximations, clustering, etc.
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Under-the-hood: LOTUS Optimizer
Eg) Algorithmic Approximations for Sem-Join
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T1 T2
Arxiv Papers

sem_join()

Wikipedia Articles

Does the {arxiv_paper} contradict a 
claim made by the {wiki_article}?



Under-the-hood: LOTUS Optimizer
Eg) Algorithmic Approximations for Sem-Join
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T1

T2

LM-based predicate 
evaluation

Exact Implementation

Arxiv Papers

Wikipedia Articles
T2

Learned approximation with 
probabilistic guarantees on accuracy!

T1

LM-based predicate 
evaluation

Inexpensive proxy

Arxiv Papers

Wikipedia Articles



Demo: ArXiv Paper Search
• https://b473ef4e57d606fb03.gradio.live 
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https://b473ef4e57d606fb03.gradio.live/


Demo: ArXiv Paper Search
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Programming with LOTUS

• Query logic is expressed in <20 lines of code!
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Use Case: fact-checking

Wikichat (2023) FacTool (2023)
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Fact-Checking with FacTool

Method Accuracy

FacTool 83.5

25

Claim: “Oliver Reed was a film actor.”
Supported

Not Supported
?



Fact-Checking with LOTUS

sim_join()

map()

map()
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Oliver Reed’s biography

Oliver Reed films

Supported

Claim: “Oliver Reed was a film 
actor.”

Oliver Reed’s biography

Oliver Reed films

Claim: “Oliver Reed 
was a film actor.”



Fact-Checking with LOTUS

LOTUS-FacTool pipeline  (<50 LoC)

sim_join()

map()

map()
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Fact-Checking with LOTUS

LOTUS-fact-filter pipeline  (<50 LoC)

sim_join()

map()

filter()
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Fact-Checking with LOTUS

LOTUS-fact-join pipeline  (<50 LoC)

map()

sim_join()

join()
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Fact-Checking with LOTUS

Method Accuracy

FacTool 83.5

LOTUS-Factool 90.0

LOTUS-fact-filter 90.5

LOTUS-fact-join 86.5

sem_search, sem_map, sem_filter, sem_join 

> 750 LoC

< 50 LoC
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Fact-Checking with LOTUS

Method Accuracy Execution Time (s)

FacTool 83.5 1,174.8

LOTUS-Factool 90.0 111.48

LOTUS-fact-filter 90.5 64.28

LOTUS-fact-join 86.5 2394.2

sem_search, sem_map, sem_filter, sem_join 

> 750 LoC

< 50 LoC
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Fact-Checking with LOTUS

Method Accuracy Execution Time (s)

FacTool 83.5 1,174.8

LOTUS-Factool 90.0 111.48

LOTUS-fact-filter 90.5 64.28

LOTUS-fact-filter 
(+cascades)

93 34.09

LOTUS-fact-join 86.5 2394.2

> 750 LoC

< 50 LoC
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sem_search, sem_map, sem_filter, sem_join 



Use Case: extreme multi-label classification

Ventricle rupture

Subretinal hyperreflective 
exudation

Anti-epithelial antibody 
positive

Adenoidal disorder

…

~24K labels

…

Very severe aplastic anemia in an 80-year-old man

Although the patient with very severe aplastic anemia might be a fit elderly 
receiving standard therapy, there are factors which contribute to an adverse 
outcome such as severity of pancytopenia, absence of minor paroxysmal 
nocturnal hemoglobinuria clone and infective complications of therapy…

Esophageal cancer responsive to the combination of immune cell therapy and 
low-dose nivolumab: two case reports

Blocking the programmed death a01 pathway by immune checkpoint inhibitors 
induces dramatic antitumor activity in patients with malignant tumors. However, 
the clinical response to immune checkpoint inhibitors remains limited owing to 
the patients' immunological status …
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Extreme Multi-Label Classification with LOTUS

Ventricle rupture

Subretinal hyperreflective 
exudation

Anti-epithelial antibody 
positive

Adenoidal disorder

…

~24K labels

…

Very severe aplastic anemia in an 80-year-old man

Although the patient with very severe aplastic anemia might be a fit elderly 
receiving standard therapy, there are factors which contribute to an adverse 
outcome such as severity of pancytopenia, absence of minor paroxysmal 
nocturnal hemoglobinuria clone and infective complications of therapy…

Esophageal cancer responsive to the combination of immune cell therapy and 
low-dose nivolumab: two case reports

Blocking the programmed death a01 pathway by immune checkpoint inhibitors 
induces dramatic antitumor activity in patients with malignant tumors. However, 
the clinical response to immune checkpoint inhibitors remains limited owing to 
the patients' immunological status …

Sem-Join
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Extreme Multi-Label Classification with LOTUS

Method Rank-Precision@10 Execution Time (s) Number LM Calls

Semantic Similarity Join .120 2.91 0.00
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Extreme Multi-Label Classification with LOTUS

Method Rank-Precision@10 Execution Time (s) Number LM Calls

Semantic Similarity Join .120 2.91 0.00

LOTUS Semantic Join
 (nested-loop pattern)

N/A 2,144,560 * 6,092,500 

* Estimated under linear-scaling assumption in number of batched calls
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Extreme Multi-Label Classification with LOTUS

Method Rank-Precision@10 Execution Time (s) Number LM Calls

Semantic Similarity Join .120 2.91 0.00

LOTUS Semantic Join
 (nested-loop pattern)

N/A 2,144,560 * 6,092,500 

LOTUS Semantic Join 
(map-search-filter pattern)

.258 2,762 7,750 

LOTUS Semantic Join 
(search-filter pattern)

.186 2,640 7,500 

* Estimated under linear-scaling assumption in number of batched calls
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Extreme Multi-Label Classification with LOTUS

Method Rank-Precision@10 Execution Time (s) Number LM Calls

Semantic Similarity Join .120 2.91 0.00

LOTUS Semantic Join
 (nested-loop pattern)

N/A 2,144,560 * 6,092,500 

LOTUS Semantic Join 
(map-search-filter pattern)

.258 2,762 7,750 

LOTUS Semantic Join 
(search-filter pattern)

.186 2,640 7,500 

LOTUS transparently optimizes over this design space!
38

* Estimated under linear-scaling assumption in number of batched calls



Summary

• LOTUS provides an optimized query engine for serving bulk-
semantic processing over data

• Semantic operators provide a powerful declarative programming 
model that can efficiently capture wide-ranging LLM applications

39

lianapat@stanford.edu

Please reach out!

@lianapatel_

Try it out! 
https://github.com/TAG-Research/lotus /

pip install lotus-ai

Full paper: https://arxiv.org/abs/2407.11418

https://github.com/TAG-Research/lotus%20/
https://arxiv.org/abs/2407.11418


Thank you!
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