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Four Bets for 2025

In 2025 we will see the rise of:

➢ Conversational Evaluation: Move beyond traditional 
benchmarks to evaluate AI alignment.

➢ The Synthetic Data Augmentation: We will use LLMs to curate 
datasets to fine-tune LLMs for specific knowledge and behaviors

➢ The Rise of LLM Analytics: We will use LLMs + Data Systems to 
provide much deeper insights into structured data. 

➢ Context Management Systems: We will use systems that manage 
the context of an LLM to improve agentic reasoning.
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Lots more on 

https://frontierai.substack.com

https://frontierai.substack.com/


Human Alignment is more 
than being correct
The Age of Conversational Evaluation



Classic Language Model Evaluation

➢ MMLU: Massive Multitask Language Understanding
➢ Close-ended, multiple choice problems

➢ Great at measuring correctness, but does not fully 
represent how people use models in practice



Real world tasks are often open-ended

Which one is 

more correct?



The Big Game of

Is the Berkeley Vicuña model better than the 
Stanford Alpaca model?

vs.

2023



Colleagues at Stanford* Released Alpaca

Alpaca: A Strong, Replicable Instruction-Following Model

• Fine-tune LLaMA by using data generated from OpenAI APIs with self-instruct

*Another university near UC Berkeley.



It’s all about the data!
The Secret to Generative AI:

: 1

: 0

We can 
do better!



Getting Better Data: ShareGPT
A chrome extension that can generate permanent links for sharing your 

favorite ChatGPT conversations.

We collected 
70K conversations

before the public
APIs were disabled. 
(~800MB)

A small amount of high-quality data
goes a long way.



Vicuña
1) Key Innovation 1: remove HTML tags from ShareGPT.com

2) Fine-tune LLaMA following the same process as Alpaca.

3) Key Innovation 2: Used GPT4 to evaluate model



Judging 
LLMs 
using 
LLMs



Core Hypothesis:
It is Easier to Critique than Create

➢ Central to many LLM prompting techniques:
➢ Self-reflect, self-critique, and meta LLM-as-a-judge techniques

➢ Enables evaluation of more open-ended tasks

➢ Evaluation can be done with a panel of weaker judges



MT-Bench: LLM-as-a-judge
(arXiv)

➢ Introduced of the use of LLMs-as-a-judge
➢ Evaluated by human expert judges

➢ Multi-turn questions
➢ Organized by topic areas

➢ Provides strong separation
of models

➢ Identified GPT4 biases…



GPT4 Judging Biases 

➢ Positional Bias – LLMs prefer the first thing they are shown.

➢ Also present in humans

➢ Self Enhancement Bias – LLMs prefer answers they generated

➢ Also present in humans 

➢ Verbosity Bias – LLMs prefer longer responses even if they are less 
accurate or clear.

➢ Some humans …

We developed mechanism to address these biases – inspired by 
mechanisms used in human studies.



But did we win?

vs.



Evaluation: Reaching 90% ChatGPT Quality
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This triggered an 
Existential Crisis

But they do have a moat!

Data



The Rise of the Arena



The Chatbot Arena Started as a Vicuna Demo

➢ Initially launched a demo website for Vicuna 
➢ Already had support for voting on a conversation

➢ Users asked for side-by-side chat to compare with other 
models (Alpaca, Koala, and GPT-3)
➢ Pick two models and chat with both models at once.

➢ For fun, we also added battle mode
➢ Anonymous, randomized side-by-side chat 

➢ Maybe the binary comparisons would be interesting?



Simple interface: 
Side-by-side Chat 

Chatbot Arena Demo: lmarena.ai

1. User input any prompt

2. Two anonymized models 

give answers side-by-side

3. User votes which is best

Allow for multiple rounds of

discussion before voting
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https://lmarena.ai/


Chatbot Arena 
Leaderboard 
Today
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Arena Leaderboard is widely recognized

Since launch (Apr 2023 - Now)

30 million User queries

1+ million Monthly Users

1+ million Votes

100+ Models

gpt2-chatbot

Claude-3, Gemini-1.5, 
Llama-3 launch

Lots of excitement 

from AI Community



How can you use the Arena?

Open-source Datasets

➢ The first large-scale 1M human/LLM conversations data

➢ 100K human preference data

➢ More releases coming soon!

Arena’s open-source code (FastChat) now 35K Github Stars

➢ Deploy internal arenas to evaluate internal solutions
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https://github.com/lm-sys/FastChat


The Chatbot Arena runs on 
Human Preference

➢ The Chatbot Arena collects conversations not questions
➢ Often open-ended but often with clear objectives (e.g., write an 

entertaining poem about Python APIs)

➢ The “vibe” (conversation style) of a model is important
➢ Human preference can be context dependent!



VibeCheck: Discovering Model ‘vibes’

Vibe (noun): an identifiable trait of a model which is

➢ Well-defined – multiple judges agree on trait defn.

➢ Differentiating – distinguishes between different LLMs
➢ User-aligned – reveals something about preference



VibeCheck
Example Discovered 
Vibes

Can we use discovered vibes to predict 
model identity and user preference



The Colosseum 
An explosion of Arenas



Vision Arena

You can now upload
images to conversations 
in the chatbot arena.

➢ Great way to convert a 
plot back to python 
code!

➢ Data release coming 
soon!



RedTeam Arena

Evaluating model safety
AND human prompting skills.

➢ Gamification

https://redarena.ai

https://redarena.ai/


The Video Arena
Evaluating human alignment
for video generation.

https://www.videoarena.tv

https://www.videoarena.tv/


Agent Arena

Evaluating tool use in 
open-ended tasks.

➢ Early prototype focuses 
on specialized
agent selection.

https://www.agent-arena.com

https://www.agent-arena.com/


The Age of Conversational Eval.

Organizations will use generative AI to interface with people 
(users, customers, and employees) and accomplish 
open-ended tasks.

Need to evaluate AI in the application setting not on exams.

What you should be asking:

➢ How can I evaluate LLMs directly on my application?
➢ Defining a rubric, create examples.



The Age of 
Synthetic Data 
(Augmentation)
Teaching models with Data Augmentation



Synthetic Data Augmentation

Original 

Data

Synthetically

Enriched
Data

LLM

Prompts

Augment

Using an LLM to augment data to fine-tune an LLM

Enables us to:
• Encode Behaviors
• Teach domain knowledge

Fine-tune

LLM’



Synthetic Data is 
the Method!

Transform documentation into a synthetic fine-tuning dataset.

Gorilla

&

Sample a Document (Data)

1. Generate a Question
2. Generate an Answer
3. Generate an Explanation

Construct a Training Example (Synthetic Data)

➢ Re-frame existing data to reflect new tasks (e.g., RAG) and 
behaviors (e.g., function calling)

➢ Emphasize important concepts in data

Original 

Data

Synthetically

Enriched
Data



gorilla.cs.berkeley.edu

Studying the use of Tool (APIs)

LLM Execution Engine{} Open Functions Berkeley Function-
Calling Leaderboard

Gorilla

https://gorilla.cs.berkeley.edu

Agent-Arena.com

https://gorilla.cs.berkeley.edu/


Thesis:

LLMs will be the interface to 
the services and knowledge

of the web.

Prompt

Response

Interact

Hey Claude, should I bike to 

work tomorrow.

Yes, it looks like the weather is 

nice and I can move your 8AM 
meeting to the afternoon.

Would you like me to arrange it?

Yes!



500,000+ invocation in Hosted end-
point

Used at: Adobe, Apple, CMU, CISCO,  Cloudera, Dropbox, UCLA, GNU, IBM, Intel,  
Intuit, Linkedin, Microsoft, MIT, Netflix, Nvidia, Tesla, …

Impact - Gorilla



Combine Retrieval and Fine-Tuning 
to Discover and Invoke APIs

Cat
CatCatAPI: torch.hub.load(…)

API Database

“I want to see 
some cats dancing 

in celebration!”

Information 
Retriever

Input:
###Task: Generate image 

from text
###Reference API: 
StableDiffusionPipeline.from
_
pretrained (…)

API:StableDiffusionPipelin

e.from_pretrained(stabilit

yai/stable-diffusion-2-1)

Execution 
Results!

GORILLA



Big Idea: Retrieval Aware Training (RAT)

Fine-tune the model to use or ignore retrieved context.

➢ Introduce correct and incorrect retrieval results during 
instruction fine-tuning

➢ Ensures model is robust to low-quality retrieval



Retrieval Aware Fine-Tuning
Enhanced RAG

➢ Explored how to fine-tune models for domain specific RAG
➢ If you know the documents and retrieval process in advance tune 

the LLM for that setting

➢ Synthetic Data Augmentation: transforms a collection of 
documents into a fine-tuning dataset that teaches:
➢ How to ignore distracting documents

➢ How to read documents in the domain

➢ Offered as part of Azure Studio and Meta Training Recipes

raft:%20%20A%20new%20way%20to%20teach%20LLMs%20to%20be%20better%20at%20RAG
https://ai.meta.com/blog/raft-llama-retrieval-augmented-generation-supervised-fine-tuning-microsoft/


RAFT improves performance for RAG 
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How do we mix 
Fine-Tuning and Retrieval?

Hypothesis (at least what I wished was true):

➢ Fine-Tuning: augment the behavior of the model

➢ Retrieval: introduce new knowledge to the model

Early Evidence (Gorilla and RAFT): fine-tuning is remarkably 
effective at incorporating behavior and knowledge

➢ Fine-tuning on the synthetic data improved behavior and 
knowledge.

Gorilla

&

I was 
wrong!



The Age of Synthetic Data

Organizations will use generative AI to transform 
existing datasets into new synthetic datasets

➢ Enable the next generation of advance analytics

➢ Encode behaviors and domain knowledge for fine-tuning

What you should be asking?

➢ How can I augment existing data to capture desired behaviors 
and knowledge.



Corollary:
The Age of Fine-Tuning

Organizations will create many fine-tuned versions of models to 
specialize in specific domains and behaviors

➢ Enable smaller specialized LLMs to out-perform larger 
generalist models

What you should be asking:

➢ Are there sub-domains on which I could fine-tune (e.g., 
corporate RAG, function calling, doc-string generation, …)



LLM Analytics
Answering natural language questions over structured data

… or why Text2SQL is not enough



Talk to your data!

movie_title revenue review genre

Shang-Chi 432.2 “solid film…” Action

Titanic 2257.8 “still best…” Romance

Titanic 2257.8 “a guilty…” Romance

… … … …

Summarize the reviews of the  

highest grossing romance movie

that is also a cult classic

Language 

Reasoning
LLM

External

(Parametric)
Knowledge

LLM

The highest grossing cult 

classic romance film is Titanic 
and while some found the 
dialogue and plot weak, many 

loved the film and saw it 
multiple times.

Computation +

Aggregation



Language Models vs. Database Systems

Weaknesses:

➢ Bad at math/logical analysis
➢ Expensive and limited context window
➢ Out-of-date knowledge

Strengths:

➢ Converses in natural language
➢ Reason about text and images

➢ Parametric world knowledge

Weaknesses:

➢ Can’t converse in natural language
➢ Limited text/img reasoning
➢ Limited to facts in the DB 

Strengths:

➢ Excellent at math and logic
➢ Efficient on large datasets
➢ Domain knowledge and up-to-date facts

LLM vs.



Table 
Augmented 
Generation

Goal:
Combine the language reasoning and world knowledge of LLMs with 
the computational accuracy and performance of Database Systems

[No SQL] Ask questions and get answers in natural language

[No AI-Math] Use the database for all logical computation

[Read Text/Imgs] Augment the DBMS with natural language ops

[Synthetic Data] Leverage LLM’s internal knowledge to augment data

LLM +=

<arXiv>



TAG’s 3 Stage Model

1. Query Synthesis: question → query program

2. Query Execution: query program → filtered data/answer

movie_title revenue review genre

Titanic 2257.8 “still best…” Romance

Titanic 2257.8 “a guilty…” Romance

… … … …

Text2SQL++: New LLM Ops and goal is 
to extract relevant data

“Summarize the reviews of the highest 
grossing classic romance movies”

LLM

LLM



TAG’s 3 Stage Model (cont.)

3. Answer Generation: question + filtered data → answer

“Summarize the reviews of the highest grossing 

classic romance movies”

“{movie_title: ‘Titanic’, revenue: 2247.8, 

review: ’still best…’, genre: ’Romance’}…”

“The reviews of Titanic discuss the on-screen 

chemistry…”

LLM



TAGBench:
Asking more realistic questions

➢ Augment prior benchmarks with world knowledge and 
language reasoning components

➢ World Knowledge Example: What is the grade span offered in the 
school with the highest longitude in cities in that are part of the 
’Silicon Valley’ region?

➢ Language Reasoning Example: Of the 5 posts with the highest 
popularity, list their titles in order of most technical to least 
technical.

➢ Handwritten TAG pipelines outperform prior methods 
(Text2SQL, RAG) by over 50%. 



Scaling LLM Analytics
Addressing the cost of TAG…



TAG’s 3 Stage Model

1. Query Synthesis: question → query program

2. Query Execution: query program → filtered data/answer

movie_title revenue review genre

Titanic 2257.8 “still best…” Romance

Titanic 2257.8 “a guilty…” Romance

… … … …

Text2SQL++: New LLM Ops and goal is 
to extract relevant data

“Summarize the reviews of the highest 
grossing classic romance movies”

LLM

LLM



movie_title revenue review genre

Titanic 2257.8 “still best…” Romance

Titanic 2257.8 “a guilty…” Romance

… … … …

TAG’s 3 Stage Model

1. Query Synthesis: question → query program

2. Query Execution: query program → filtered data/answer

Text2SQL++: New LLM Ops and goal is 
to extract relevant data

“Summarize the reviews of the highest 
grossing classic romance movies”

LLM

LLM

Executing new LLM operators in 
Stage 2 is expensive!

Requires invoking an LLM on 

potentially millions of rows of data.



LLM Operations are Expensive! 

TPC-DS benchmark 

1 second100GB

NVIDIA L4
Llama 7B 

96 days!100GB

8 million times longer



Why are LLMs so Expensive?

➢ >70Billion FLOPs 
per token!

➢ Auto-regressive 
decoding

Significant 
opportunity for reuse 
of common prefixes.

What

L1

L2

L3

L80

is

L1

L2

L3

L80

?

L1

L2

L3

L80

The

L1

L2

L3

L80

answer

L1

L2

L3

L80

The answer is



Research in KV-Cache Management

A big focus of several of my projects is on how to manage 
this token level KV-cache to reduce fragmentation and 
improve reuse.

➢ Maximize KV-Cache reuse by scheduling common 
prefixes nearby in time. (LRU cache eviction)

https://github.com/sgl-project/sglanghttps://github.com/vllm-project/vllm

https://github.com/sgl-project/sglang
https://github.com/vllm-project/vllm


LLM Prefix Sharing: SQL Example 

"How can I reset my password?"

"I forgot my password, what should I 
do?"

Request 

Support Response

“Please follow the instructions 

on the password reset page.”

SELECT LLM (

“Did {support_response} address 

{request}?”,  support_response, 

request

) AS success, 

FROM customer_tickets

Shared support_response
across many requests



Increase Prefix Sharing: Reorder Rows & Columns

94709 US John

57110 China Henric

94709 US Jenny

58232 China Vivi

China 57110 Henric

China 58232 Vivi

Zipcode Country  Name   Country  

US 94709 John

Zipcode 

US 94709 Jenny

Name   

Reorder columns based on column statistics (sharing factor, average length, 
etc.) for prefix reuse  

Prefix Sharing Count 



1.8-2.7x 1.6 - 3.2x

Evaluation: Speed-Up Over Baselines

➢ Significant savings! But still not enough …



Ongoing Research

➢ Designing the Text2SQL++ query pipeline

➢ Scheduling and autoscaling LLM inference 

➢ Clustering rows to approximately reuse generations

➢ Streaming distillation from the LLM to a light-weight 
(classical) ML model

➢ Tabular encodings for the generation stage of TAG

…



The Age of LLM Analytics

Organizations will use LLM &VLMs to interact 
with their structured data and data systems

➢ Enable more people to ask challenging questions

➢ Extracting deeper insights from images and text data

What you should be asking?

➢ Do I have under analyzed text and image data?

➢ How can we reduce the costs of running these systems?



The Age of
Context Management Systems
Emerging class of software systems designed 
to maintain a tidy context.

Skip

Skip



The Challenge of context

➢ Everything needs to fit in context
➢ Context windows have grown from 2K to 128K tokens!

➢ The problem with long context (using all 128K tokens)
➢ Expensive: computation scales quadratically

➢ Lost in the middle: not all of context is used equally

➢ Distracting Context: models are sensitive to bad context

Context Window (128K Tokens)

System Msg Tools Desc. Ref. Docs. Prompt. Output



MemGPT

The entire agenda is around ensuring only the right 
information is in context.

Leveraged ideas in operating system paging to enable 
infinite virtual context while using a small physical context.

A Context Management Platform for 
Long-Context Agents

 Segment the Context

 Leverage tool-use to 

interact with 

external storage 

https://memgpt.ai

https://memgpt.ai/


Traction



The missing piece to agents is the state management layer

Stateless API
e.g. ChatCompletions

State Management Layer

Stateful API
aka “agentic” API

state data toolsmodel

LLM inferenceLLM inference

AI Developer

Ad hoc State Management

ICL RAG JSONagents

AI Developer

2020-now: LLM APIs the future: agentic APIs



Agent state
backed by Postgres

LLM inference
generate completion tokens

State Selection and Compilation

LLM context
raw input to the model

State Extraction

State update
mutate database

State management is the key to making reliable, long-running agents

● Store agent state in a canonical (model-agnostic) data format

● Materialize agent state into LLM context at every reasoning step

State Management Lifecycle



The Age of Agents

There is an emerging class of Agentic Systems that combine tool 
use with repeated LLM invocation to complete complex tasks. 

➢ Leverage problem decomposition to manage context

➢ Incorporate tools to manage interaction with environment

What you should be asking:

➢ Where could I break existing LLM tasks/calls into smaller well-
defined tasks with narrower contexts?



Conclusion

A Last thought for EPIC Data Lab

Data is the programming language for Generative AI and 
Generative AI is the new programming language for data and 
this cycle is all about optimizing for humans. 

Thank You!

LLMSQL

LLM
SQL

TAG

TAG



A vision for two Emerging Fields

AI-Psychology

The study of AI behavior and 
its interaction with human 

behavior.

(Science)

AI-Engineering

The study of the design, 
development, and operation of 

AI-centric software systems.

(Engineering)



A vision for the future of 
Generative AI Research



A vision for two Emerging Fields

AI-Engineering

The study of the design, 
development, and operation of 

AI-centric software systems.

(Engineering)

Unlock new apps and functionality!

TAGAnalytics

TAG
Analytics



A vision for two Emerging Fields

AI-Psychology

The study of AI behavior and 
its interaction with human 

behavior.

(Science)
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