Retrieval Systems for Structured Data

The critical missing * for coupling LLM-powered query interfaces with factual data

Madelon Hulsebos



Asking LLMs complex questions
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We need “specific” data to ground LLMs
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| a b *Retrieval-based Language Models and Applications, Asai, A. et al, Tutorial ACL, 2023.



Why we need RAG over structured data

A pattern in practice:“everyone cares about structured data”.

Structured data serve high-value insights! Up-to-date, domain-specific, facts...

Retrieval of structured data + LLM-powered query interfaces:
® Grounding dialogs with LLMs in structured data.
= NL interfaces for analytical queries (e.g. text-to-SQL) assume table(s) given.

? Interpretation of query and domain data benefit from LLMs generic knowledge.
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Queries & RAG pipeline

“Which urban Japanese prefecture is not associated with thorny trees?” [table lookup]
“Shane Hall ran a total of 190 races between the year of 1995 - 2008” [aggregate & compare]

“What is the highest eligible free rate for K-12 students in the schools in Alameda County” [aggregate]

(" What is the highest ) , (T )
: esli‘%lctljéi tfgelzra, gzl;esfgig CI)((—JSZ : gontextuallze & Eicve & reratl generate _): response |
__ in Alameda County? ) interpret query (& execute) . /}
® interpret query how to retrieve © read table w LLM
enrich/transform q  structured data? gen + exec SQL




Retrieval is difficult, but crucial...

“.. keep in mind that a good RAG system is really hard to build.
If your retrieval system is mediocre,

the retrieval can easily distract LLMs to backfire...

There is still a long way to go.” - Wenhu Chen (Univ of Waterloo)
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Important grounds to explore...

Retrieval/generation complexity depends on query

[ RDBs

i

e What “task” does the query intend to do!?

e How should we process the table(s), relational DBs!?

e What should we embed of the table(s) and metadata, and how?

e Given query and embedded corpus, how to retrieve relevant table!?

e Which data source to retrieve from, and when?

e (How) should methods, models, systems generalize across tasks, datasets!’
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Methods for table retrieval

(D Embedding of tables in corpus, and input query

- BM25 /TF-IDF (sparse lexical representations)
- Generate summary/metadata — embed summary + table
- “Naive” embedding of table (header / header+rows) and query

(@ Similarity search (e.g. cosine similarity) to identify top-k relevant tables

But how effective are these! How robust across datasets and tasks? No one really knows!
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TARGET: Benchmarking Table Retrieval for Generative Tasks

question fact Text-to-SQL
answering verification
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I Ji, X, Parameswaran, A., Hulsebos, M., “TARGET: benchmarking Table Retrieval for Generative Tasks”,
a under review, 2024.



Tasks & Data

Task Initial Datasets Evaluation Metrics

Question answering  OTTQA [3], FeTaQA [20] sacrebleu (SB)

Fact verification TabFact [4] precision (P), recall (R), f1-score (F1)
Text-to-SQL Spider [26], BIRD [15] execution accuracy (EX)

Table retrieval all above datasets recall (R@k), avg. retrieval time (s)

| b Ji, X, Parameswaran, A., Hulsebos, M., “TARGET: benchmarking Table Retrieval for Generative Tasks”,
a under review, 2024. 10



TARGET insights

Question Answering Fact Verification Text-to-SQL
; OTTQA FeTaQA \ TabFact [ Spider BIRD

Method ; R@10 s SB R@l10 s SB : R@10 s P/R/F1 : R@1 s EX R@l s EX
No context : = = 0414 = = 12 405 : - - 0.578/0.42/0.44 : - - 0 - - 0
OTT-QA BM25 i1 0955 0.001 0.606 0.082 0.001 1.631 |‘ 0.338 0.001 0.75/0.26/0.39 | 0.635 0.001 0.385 0.709 0.001 0.181

w/o table title '] 0.443] 0.001 0.529 0.084 0.001 1.555 ' 0.331 0.001 0.75/0.26/0.38 ' 0.5 0.001 0.376 0.535 0.001 0.164
OTT-QA TF-IDF { 0.950 0.001 0425 0.083 0.001 1.639 : 0.336  0.001 0.75/0.26/0.38 : 0.622 0.001 0.474 0.640 0.001 0.227

w/o table title | 043  0.001 0.593 0.083 0.001 1.527 , 0.322 0.001 0.75/0.25/0.37 | 0.492 0.001 0376 0.491 0.001 0.164
Llamalndex 110.458 0.354 0.507 0435 0.396 13.7451]10.827 | 0.297 0.73/0.34/0.47 ' 0.735 0.198 0.559 0.937 0.228 0.311
OpenAl embedding i 0950 0.190 0.599 0.722 0.200 17.64 || 0.779 | 0.189 0.76/0.51/0.61 : 0.768 0.193 0.602 0.926 |0.199 0.317

header only | 0.189 0.61 0.718 0.18 17.66 |/ 0.781 | 0.187 0.75/0.48/0.58 1 0.833 0.175 0.646 0.958 |0.191 0.323

BM25/TF-IDF less effective, only with very descriptive table name.

Table rows can “distract” embeddings, particularly in RDBs as seen in practice.

Generating summary/metadata can help, but not all tables easy to LLM-summarize.

E

Ji, X, Parameswaran, A,, Hulsebos, M., “TARGET: benchmarking Table Retrieval for Generative Tasks”,

under review, 2024.
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Still much to explore...

e What is right input of (meta)data to not “distract” embedding?
e How do we route to proper data source, interpret the task, etc?

e The reality in practice is much harder:
- How do methods perform on more challenging tasks & datasets?
- Closing semantic gap e(query) and e(table); most public datasets
relatively “easy” match between query and tables.
- Relational databases are large — in-DB schema and table retrieval.

Roadmap for TARGET

Ji, X, Parameswaran, A., Hulsebos, M., “TARGET: benchmarking Table Retrieval for Generative Tasks”,

| a under review, 2024. 12



TARGET is out TODAY!
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/" RAG tables over tables with TARGET! N

from target_benchmark.retrievers import AbsCustomEmbeddingRetriever
class YourRetriever(AbsCustomEmbeddingRetriever):
def __init__(self, **kwargs):

def retrieve(self, query: str, dataset_name: str, top_k: int):

def embed_corpus(self, dataset_name: str, corpus: Iterable[Dict]):

Ready to eval table retrieval and e2e generation: input welcome for v2
- Dataon HF code on GH, @pip install target benchmark [
https://target-benchmark.github.io

-

# load your favorite table retriever!

# given a query, retrieve the top-k table id

# use retriever, embedding models, etc. to embed the corpus! /

— poster by Xingyu!

E

Ji, X, Parameswaran, A., Hulsebos, M., “TARGET: benchmarking Table Retrieval for Generative Tasks”,
under review, 2024.
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When and How to Hypothesize Schemas for Retrieval?

We're experimenting with Hypothetical Schema Embeddings (HySE):

- Query — hypothesize schema — embed hypo schema — retrieve similar schemas
- Lightweight (no model dependency), also multi-table retrieval, for any retrieval task

- Finding: HySE most effective when gap (e is substantial

query’ etable)

Evaluating HySE in TARGET: table QA, fact verification, and text-to-SQL

Also in dataset search engine, soon release a (new) dataset for evaluating data search!

Includes: ) Kaggle CSV data, 2) task queries (e.g. ML use-case), and 3) metadata queries

lab
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Iterative and LLM-Assisted Dataset Search Interface

Things we want from Dataset Search interfaces:

LLM Elicitation through Proactive Guidance

Purpose: Prompt users to share more information about their needs,
which will be reflected in the query blocks & search interface.

Dynamic Query Decomposition

Purpose: Allow users to see how the LLM is dynamically updating
and refining the search space, providing transparency into the
search process.

@ Allowing Users to Compare Datasets Efficiently

Purpose: Facilitate high-level exploration of datasets by organizing
them into topics and enable users to delve into metadata details of
individual datasets as they iteratively build and refine their queries.

— poster by Rachel!

Top Dataset Results

Snowing 10 out 1 355

N

w

®

. World Energy Ct

. Hourly Energy Consumption

8ob Evans + Updated 8 days ago
Usabilty 100% » 6B
2000 racords 40 columns

About Dataset
energy  houyrange  smronment

Description

PJM Interconnection LLC (PJM) is a regional transmission
(RTO) in the United States. It is part of the Eastern

Lucy Evans » Updated 10 days ago
Usabilty 98% » 8ME
5320 records 23 coumns

. International Energy Statistics

Hose Painter » Updated 2 months ago
Usabilty 89% + 18M8
8900 racords + 34 columns

. Appliances Energy Prediction

Amy Smith « Updated 15 days ago
Usabilty 88% + 718
500 records + 20 columns

. Energy Efficiency Dataset

Anrew Fong  Updated 3 weeks ago
Usabilty 88% + 88
550 records + 14 columns

. Hourly energy demand generation

Anna Ye » Updated 2 months ago
Usabilty 79% » 1IvB
354 records + 24 columns.

. Renewable Energy

Matt Chang + Updated 3 days ago
Usabilly 78% + 28
75 recards + 3 columns

. Nuclear Energy Datasets

Ken Roth + Updated 8 days ago

Interconnection grid operating an electric transmission system

serving all or parts of Delaware, lllinois, Indiana, Kentucky, Maryland,

Michigan, New Jersey, North Carolina, Ohio, Pennsylvania,
Tennessee, Virginia, West Virginia, and the District of Columbia.

Previous queries

Example Rows
O Datetime = = AEPMW =

Data Overview

Query Blocks

classification model for renewable energy

trends
metadata | usability > 70% ° X )
@) rows > 5000 Y
as ( columns > 20 ® X

@

SYSTEM: Hi, I'm chatGPT! Please start your dataset search with a task!

USER: | need a dataset to train a classification model for renewable energy trends.

SYSTEM UPDATED TASK BLOCK

SYSTEM:

( Would you like to focus on solar, wind, or other types of renewable energy’)

(Are you interested in global trends or specific regions? )

USER: | am interested in global solar energy trends datasets with good usability scores.

USERMANUALLY ADDED FILTER BLOCK (2)
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Key takeaways

Retrieval (RAG, agents, or dataset discovery) is a critical component.

Retrieval/RAG widely explored for text, audio, images; it’s time for structured data!
- Grounding LLMs in structured data
- Retrieving data for NL analytical queries or more complex tasks such as ML
- Combine domain-specific up-to-date data with generic knowledge for query/data interpretation

We introduce @ TARGET: the first benchmark for RAG over structured data

-  BM25 & TF-IDF not as effective, it matters what to put in embedding, naive OAIl emed still best.
- More to study — checkout TARGET to push table retrieval forward!

Stay tuned for methods and interfaces to make table retrieval easy + effective
Find Xingyu (TARGET) and Rachel (dataset search interface) at Poster Session!
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