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We're In a new era

10B parameters for everyone!

® Ilt's now feasible to use ML models in software without ANDYOU <
lots of data and ML expertise ——— GET AN LLM!

@TheTuringPost

Autonomous Al is a new trend.

2 repos were highly talked about everywhere

® | he demos are unbelievable

® Auto-GPT @SigGravitas
m BabyAGI @yoheinakajima

2/ Text-to-SQL:

- Translates human language into SQL query. Write your request, get SQL
and execute it in the database.

- Al is aware of the project database schema

- Powered by OpenAl's GPT-3.5 {3

#GPT #TextToSQL

g"%l metatable.ai @MetatableAl - Mar 22 Original tweets, experiments, and opinions |
L — ]
D

create table for stores, products and
sales

); i

CREATE TABLE sales (
sale_id SERIAL PRIMARY KEY,
store_ld INTEGER NOT NULL 0:52 1M views
REFERENCES stores(store_id),

product_id INTEGER NOT NULL From Significant Gravitas &
REFERENCES products(product_id),

sale_date TIMESTAMP WITH TIME
ZONE NOT NULL, -
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So many LLMOps tools out there

It's kinda overwhelming

# Llamalndex .

e LLM frameworks DUST

.+ Helicone T

® \ector databases kﬁ’“g te’:c“ Al Make and Deploy
eeeeeee emory or ... LargeLanguage Model Apps
e Prompt templates
Observablllty fOr 00 Humanloop Signin | =
Generative Al

® Deployment tools

Make GPT-4 faster,
cheaper, more effective

Find prompts users love and fine-tune models for

higher performance at lower cost



e Yohei £ @yoheinakajima - Apr 1
L L M rea I l ty C h ec k ﬁ Taking a pause from adding complexity to the agent as it's harder to
debug.

Took it an opposite direction and stripped out Langchain for now. It can't
engage with APIs now, but can still perpetually build and execute tasks

Demos aren't easily translating to production Gustwriingand kg,

what materials are nost durable and long-lasting. QBn

I will research the cost of production and determine what nmaterials are affordable to use while still
producing quality mittens. I will also research the manufacturing process and determine which produc
ion method is most efficient and cost effective in producing the mittens.

Finally, I will research the market for Kitten mittens and determine the best pricing strategy for th

e mittens. This will include researching the potential customer base and understanding the competitiv
e landscape in order to price the mittens accordingly.

® From survey on LLMs in production

: Establish distribution channels for kitten mittens

: Develop a customer loyalty program for kitten mittens
4: Develop a customer service strategy for kitten nmittens
5: Research legal requirements for selling kitten mittens

: Create a marketing plan for a startup that sells kitten mittens
7: Research the most popular colors and styles for kitten mittens

e We once used setfit for a production task but found that i S
performance was really tricky to debug. The proof of
concept was fine. Production was a complete mess. S, T o o ot o bt e

8: Evaluate the potential customer base for kitten mittens

I will also offer a variety of different price points for our kitten mittens based on the quality of

" 7 . the product, as well as any additional features or customization options offered. For example, higher
O t IS ay On t nOW W y n er yl ng ar Wa re quality mittens with more features or customization options will be priced at a premium, while basic
[ ] [ ]

mittens will be priced more affordably.

Finally, I will offer discounts and promotions to encourage customers to purchase our kitten mittens.
This could include promotional codes for discounts, special offers for bulk purchases, or other crea

LU 0:16' 41.5K views

e We had a nice time selecting models, proving it O s O e o a

WOU/d a// WOfk. .. then Came SOme dreadeI times making e Teaching Robots about Insurance
@YourBuddyConner
our vector lookup system work under load for long | . -
] . . Everyoqe eventually dlsc;o’vgrs you gotta rip out langchain to build a
durations in a proper prod environment (where we Production LM system [t inevitable

couldn't touch it to do things like restart it or reload the S

I.n deX) . 1Quote 9Likes
O 0 Y [ T,



https://docs.google.com/spreadsheets/d/13wdBwkX8vZrYKuvF4h2egPh0LYSn2GQSwUaLV4GUNaU/edit#gid=501618501

LLMs amplify existing MLOps challenges

Operationalizing Machine Learning: An Interview Study (Shankar and Garcia et al.)

Hard to know when things go wrong
without manually inspecting all outputs

Development environments are not Too many services glued
production environments! together


https://arxiv.org/abs/2209.09125

Frequently asked questions

When making ML capabilities more accessible to non-ML people

How do | easily share
this pipeline with another
team?

Can we easily
incorporate user feedback | o
into fine-tuning on the /“
fly? '

How do | lower insane
APl costs?

Should | prompt engineer
How do | identify | Nor ' 3 27:  or should | fine-tune?

hallucinations?




What Does Building an ML
Application Look Like Now?




Making a demo

Question-answering on docs

® From LangChain post

Collection of

documents

!

Load and split
docs into chunks

LLM
Embeddings API

¢

Use LLM to create
embeddings for
each chunk

T

“l will do these

things once”

> b

Embedding Store

LLM Completion
API

User query

>

>

!

Embed user
query

l

Find nearest
neighbor
documents

!

Create prompt
and query LLM

'

Return response
to user


https://docs.langchain.com/docs/use-cases/qa-docs

r-------

Run every 24 1
<+ [ User query

!

M LOpS—ifying demOS Collection of

hours

documents

Production isn’t static!

!

Load and split > Embed user
e \What happens when docs into chunks Embeddings AP query
there's a new document l l
or wrong document? v
Use LLM to create Find nearest
, embeddings for Embedding Store »  neighbor
¢ I\/_Iayt_)e let's run the each chunk documents
pipeline every day? |
LLM Completion Create prompt
>
e Gotta set up a new o and query LLM

machine or background

job for this... v

Return response
to user



r-------

Run every 24 1
<+ [ User query

!

M LOpS—ifying demOS Collection of

hours

documents

Production isn’t static!

!

Load and split > Embed user
e \What happens with a docs into chunks Embeddings AP query
duplicate query? l
: !
® I\/Iaybe let's add 3 Use LLM to create . Find nearest
datab ‘o ot I embeddings for Embedding Store >  neighbor
d a_ d5€ 10 Store each chunk documents
queries and responses ‘ |
. LLM Completion Create prompt
¢ Settmg Hup and e” T TN, AP > and query LLM
Integrating a ETTE A
- i
database @ , Database '

g and caching ,
Return response
L layer I

0 0 torSer



r-------

Run every 24 1
<"
I

MLOps-ifying demos

Production isn’t static!

Collection of :

hours

documents

!

Load and split

User query

!

Embed user

® How to Incorporate user docs into chunks Embeddings API
feedback (e.g., whether l
v

an answer is good)?

Use LLM to create

>
query

l

Find nearest

embeddings for Eml edding Store

e Maybe let's have a team

»  neighbor
documents

!

Create prompt

o each chunk ' Run every
monitoring prompts and '
0
responses to select data * o 1L M Completion
to fine-tune on ;o

I Database !

® And then let's fine-tune RS
ana cacnin
the model every week! . -

layer I

and query LLM

'

Return response
to user



Pipelines Galore
What could possibly go wrong? Collection of PN

Run every 24 1
[1
i User query

r
0 hours

documents

: : : : . Load and split LLM Embed user
e Each pipeline is being updated independently and 4o c<into chunks Embeddings AP| S
in an ad-hoc way l l
v
PORVLY; ful r ndancv and cost Use LLM to create : Find nearest
asteful redundancy embeddings for Eml edding Store neighbor
_ _ , each chunk - Run ever documents
@ ML pipelines don't share state + A |
: . Bl LLM Completion Create prompt
® No developer wants to get in on an existing e™ ™™ Aplp and qusry LL?,,
complicated pipeline LN R
1 Database l
: : : §and caching
e Experimentation almost never accounts for this I layer | Return response
_ § e o user
wild setup [ ’ ﬁﬁﬁﬁ
Cmm=-

® People are surprised to find performance drops
in production!



Motion: Our ML Framework
Under Development

https: //dm4ml.github.io/motion/



https://dm4ml.github.io/motion/

Motion

Yet another ML framework?

e A framework for building ML applications in Python with continually-updating state
® Irigger stateful operations when adding data to a store
® Philosophical principles

e State (e.g., models, vector indexes, prompt templates) changes whenever there
Is new data, often incrementally

® Experimentation should consider these incremental updates
@ Multiple pipelines can benefit from shared state

https: //dm4ml.github.io/motion/



https://dm4ml.github.io/motion/

Building with Motion

Chatbot Example &

e \We are getting a puppy this
weekend! 48

e | would like a chatbot to ask my
dog questions to...

w Love Your Dog® BREEDS CARE INFORMATION NUTRITION PRODUCTS TRAINING Q

Making dog ownership a
walk in the park.

We treat our furbabies like family and we are sure you do too. Our
mission is to present our readers with the right information they

need to become better dog owners.

MEET THE WRITERS



https://dm4ml.github.io/motion/

Motion

A departure from the traditional workflow

Traditional Workflow

Motion Workflow

1. Write script to scrape blog posts and save to disk
2. Write script to load posts from disk, chunk and embed

them, and save them to vector store
3. Write script to load model, connect to embedding store,

run a query, and return a response
4. Deploy script 3 to some machine to run whenever there's

a new query
5. Change scripts 1 and 2 to use cloud storage

6. Deploy scripts 1 and 2 to some other machine to run on
schedule

7. Change script 3 to log queries/responses to a DB

8. Write and deploy a script to another machine to fine-

tune on a schedule
9. Change script 3 to read the latest model

1. Define data relations with schemas

2. Detfine triggers to run when data changes in a relation.
Triggers have setUp, infer (foreground, state read-only), and
fit (background, state writes-allowed) methods.

3. Deploy!

4. Add routes in triggers with fit methods to fine-tune on user

feedback

L SISIS

https: //dm4ml.github.io/motion/



https://dm4ml.github.io/motion/

Motion Demo

https: //dm4ml.github.io/motion/



https://dm4ml.github.io/motion/

Building with Motion

A departure from the traditional workflow

Traditional Workflow Motion Workflow

Low upfront effort %

e Flexibility to look at and operate on full
Pre-Deployment batches of data

® No need to specify data and dependencies
® No need to think about fine-tuning

Higher upfront effort =7

® Must define schema

@ Must separate logic into state read-only and write-
allowed (infer vs fit)

High ops effort @ Low ops effort &
® Need to rewrite existing pipelines when e Can add new functionality without modifying existing
Post-Deployment adding new fgnction.ality (e.g., ingesting new pipelir-we code | |
documents, fine-tuning) e Data is type-checked, validated, and monitored
e Need to validate data and monitor for shift |e All jobs done on one machine (unless explicitly
® Need to coordinate different jobs outsourced in infer or fit methods)

https: //dm4ml.github.io/motion/



https://dm4ml.github.io/motion/

Work in Progress

https: //dm4ml.github.io/motion/



https://dm4ml.github.io/motion/

Improving Experimentation Support /

® Inject parameters into the config and log runs with experiment trackers
® [o prompt engineer or to fine tune?
® Probably different for every task

® Goal: allow users to easily answer this question in Motion (swap out code in fit
methods)

https: //dm4ml.github.io/motion/



https://dm4ml.github.io/motion/

Auto-rehit based on data dnift

® Some state only requires recomputation
when data drifts (e.g., seasonally)

e Profile data within relations to check for drift

e Compute summaries on daily or weekly
partitions

® Run anomaly detection on partition weekend
summaries

® Moving Fast with Broken Data (Shankar
et al.)

https: //dm4ml.github.io/motion/



https://arxiv.org/abs/2303.06094
https://arxiv.org/abs/2303.06094
https://dm4ml.github.io/motion/

Looking ahead

® Field is moving lightning fast
® ML is becoming mature enough to have reusable triggers

® Reach goal: build continual ML applications with natural language
e Still many task-specific challenges to solve

® 'What guardrails do | put on model outputs?”

@ Should | put multimodal data in prompts? How?"

https: //dm4ml.github.io/motion/



https://dm4ml.github.io/motion/

Thank you!
ll shreyashankar@berkeley.edu

https: //dm4ml.github.io/motion/



https://dm4ml.github.io/motion/

